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Abstract----Recurrent neural network are network with dynamic capabilities to generate and process temporal information. Recurrent neural network are network can deep learn the input with its various architecture and identify outputs. LSTM network model was the first RNN with greatest achievement in pattern recognition contest in 2014. RNN can be used in its various architecture forms depending on the needs. Here we provide brief summary of various RNN networks up to now with Why? How? When? to use this network. Different architecture showed that recurrent neural network is mostly network with feed-forward and if want to store some information feed-back.
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I. INTRODUCTION

A Neuron/ Nerve cell is a cell that carries electrical impulses. Neurons are most important part in brain and are the basic units of nervous system. Neural Network is the computer system which modeled based on concept of human brain and nervous systems neuron. Artificial Neural Network are the computing systems which are based on concept of biological neural networks. It consists of connections and units/Node (input, output, hidden).Nodes represent artificial neuron and connections represent direction of flow of information from one node to other.

The Recurrent Neural Network (RNN) is the network with loops, which allows information to persist in network. RNN has feed-back connection to the network itself, which allows activations to flow back in a loop, learn sequences and information to persist. RNN are extremely powerful in modeling sequential data, speech or text and applied on non-sequential data to train in a non-sequential manner. RNN can be used for image, video captioning, word prediction, word translation, image processing, speech recognition, speech processing [1], natural language processing, music processing applications, etc.

II. RECURRENT NEURAL NETWORK ARCHITECTURE TYPES

Different types of RNN architectures up to now are listed below:

1. Fully Recurrent Neural Network

Fully recurrent neural network (FRNN) developed in the 1980s, which can learn temporal sequences, either in batch mode or online. FRNN consists of two layers, input and output layer of linear and non-linear units, resp. The units in input layer is fully connected to every units of output layer by adjustable weights. Each unit has a real-valued time-varying activation function. The output units have some knowledge of their prior activations, which feedback the activations to the input layer units. Learning in FRNNs is by mapping input sequences and activations, to another set of output sequences. This continue to feedback to input sequences and finding output sequences over multiple time steps, and over time discover abstract representations.

2. Recursive Neural network

Network created in differentiable graph like structure by recursively applying same set of weights to network in topological order. Such networks are also trained by automatic differentiation [2] in reverse mode. It corresponds to linear chain structure and are used in natural language processing, processing distributed representation of structure. Variation of recursive neural network is Recursive Neural Tensor Network which uses tensor-based composition function on every network nodes.
Hopfield network is a reservoir, and a similar concept is: Liquid state machine.

6. **Neural history compressor**

It is an unsupervised stack of RNN [6]. Input to next level is predicted based on learning previous layer input. If inputs are not predicted then they are given as input to next higher level with adding more hidden units. So each higher level consists of inputs which are unpredicted and compressed information representation of RNN. Network can be considered as network with two levels: higher level (conscious) chunker, lower level (subconscious) automatizer. It can partially solve vanishing gradient problem (1992) of automatic differentiation or back propagation in neural Networks.

7. **Long short-term memory (LSTM)**

LSTM is a system which can learn task by using deep learning and avoids vanishing gradient problem [7]. LSTM is normally improved by recurrent gates called "forget" gates and to learn tasks it requires memory of event happened in history. LSTM can be learned by Connectionist Temporal Classification (CTC) which achieves both alignment and recognition for weights.

8. **Gated Recurrent Units**

Gating mechanism in RNN introduced by Kyunghyun Cho [8] (2014). This mechanism lacks an output gate and has fewer parameters than LSTM. Its performance is similar to that of LSTM on polyphonic music and speech signal modeling.

9. **Bi-directional RNN**

Bi-directional Recurrent Neural Network predicts each element of a finite sequence based on its past/previous and future/next situation. It works in both direction for processing sequence from left-to-right and right-to-left and concatenating their output. This technique is useful when combined with LSTM [9].

10. **Continuous time RNN**

It uses ordinary differential equations on system to model the effects on a neuron of the incoming spike train. CTRNNs effectively used in evolutionary robotics to address cooperation, vision, and minimal cognitive behavior [10]. Shannon sampling theorem, can be viewed as Continuous time Recurrent Neural Network.

11. **Hierarchical RNN**

This network work in generating response for a network in top-down hierarchy of layers. One part generates lower network primitive’s top-to-down and other part maintains global goals of top-down sequencing.

---

**Fig 2.1 RNN Architecture Types**

<table>
<thead>
<tr>
<th>No</th>
<th>RNN Architectures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fully Recurrent Neural Network</td>
</tr>
<tr>
<td>2</td>
<td>Recursive Neural Network</td>
</tr>
<tr>
<td>3</td>
<td>Hopfield Network</td>
</tr>
<tr>
<td>4</td>
<td>Elman Networks And Jordan Networks or Simple Recurrent Network (SRN)</td>
</tr>
<tr>
<td>5</td>
<td>Echo State Network</td>
</tr>
<tr>
<td>6</td>
<td>Neural History Compressor</td>
</tr>
<tr>
<td>7</td>
<td>Long Short-Term Memory (LSTM)</td>
</tr>
<tr>
<td>8</td>
<td>Gated Recurrent Unit</td>
</tr>
<tr>
<td>9</td>
<td>Bi-Directional Recurrent Neural Network</td>
</tr>
<tr>
<td>10</td>
<td>Continuous-Time Recurrent Neural Network (CTRNN)</td>
</tr>
<tr>
<td>11</td>
<td>Hierarchical Recurrent Neural Network</td>
</tr>
<tr>
<td>12</td>
<td>Recurrent Multilayer Perceptron Network</td>
</tr>
<tr>
<td>13</td>
<td>Multiple Timescales Model</td>
</tr>
<tr>
<td>14</td>
<td>Neural Turing Machines (NTM)</td>
</tr>
<tr>
<td>15</td>
<td>Differentiable Neural Computer (DNC)</td>
</tr>
<tr>
<td>16</td>
<td>Neural Network Pushdown Automata (NNPDA)</td>
</tr>
</tbody>
</table>
Fig 2.2 RNN Architecture Types: Diagram
Topological limits on information flow decreases nosiness between different parts of the network and improves system performance. Bottom-level neuron and Top-level neurons automatically generates neuron response dynamics in fast and slow speed, respectively. A hierarchical neural network used in controlling a mobile robot [11].

12. Recurrent Multilayer Perceptron

A general RMLP contains a sequence of cascaded, feed-forward, fully connected sub networks [12]. Each subnet/sub network consists of layers of nodes. In this network all the layers are connected in feed-forward; no feed-back connection, except only the last layer is allowed to have feedback connections amongst its nodes. Recurrent Multi-Layer Perceptron (RMLP) is used in identification and control of non-linear dynamic processes. This network architecture has the famous properties of multi-layer perceptron’s and it integrates temporal behavior.

13. Multiple Timescales Model

Multiple timescale RNN model is used to simulate functional hierarchy in brain: neural system. Functional hierarchy can be thought as hierarchy in which complex elements can be broken down in to simple elements and simple elements can be combined into complex element. In simple way functional hierarchy can be categorized into two hierarchy parts: hierarchy in space (e.g. Visual information processing), hierarchy in time (e.g. Auditory information processing). Using Multiple timescale in neural activity this model functional hierarchy can self-organizes functional hierarchy [13]. Other research in auditory information processing in Hindustani classical music was done by author [17,18, 19].

14. Neural Turing Machines (NTM)

NTM was introduced by Alex Graves in 2014[14]. This model is combination of fuzzy pattern matching and power of programmable computers. NTM system is extended neural network with controller communicating with external memory resources. It is analogous to a Turing Machine or Von Neumann architecture but difference is that it can be efficiently trained with gradient descent. NTM with LSTM can conclude simple algorithms such as sorting, copying, and associative recall.

15. Differentiable Neural Computer

DNC was published by same person who published NTM, Alex Graves in 2016 [15] with model havingauto associative memory. This model is extension of NTM, with additional memory and temporal attention, and abstract, robust than NTM. DNC model is with differentiable subcomponent and similar to that of Von-Neuman architecture with training provided by gradient descent.

16. Neural Network Push Down Automata (NNPDA)

Neural network pushdown automata are neural network with context free grammars or pushdown automata. NNPDA is like NTM with tape replaced by equivalent stacks. This model attempt to give exact mathematical description, theoretical analysis of related issues.

III. CONCLUSION

Recurrent neural network has greater capability to deep learn. We now know the different architecture used for recurrent neural network with focus on techniques of learning the network. Changes in needs can change the architecture of RNN. With enhancement and addition of new features new architecture of RNN can be developed. Most recent network architecture up to now is differential neural computer with additional feature in NTM. The basic LSTM model can be used in combination to form the new strong network. Because boom of deep learning in market, advancement in each RNN can be effectively used to solve the given problem and RNN architecture are not limited to these architectures only. Further enhancement and additional component new RNN network with stronger capability to solve the problem can be formed.
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