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ABSTRACT 

Image style transfer has caught the interest and attention of researchers in artificial intelligence research. This 

emerging deep learning technique has shown impressive results for the past few years. Yet, a very limited 

number of application- ready platforms to leverage these image optimization techniques and visualize the 

artistic output. Therefore, we have developed a web-based image style transfer application - a platform for a 

user to experience the deep learning-based approaches to style transfer a digital image. We offered two (2) 

different methods for generating the style-transferred artwork. The DeepAI web application is available at the 

website (https://deepai.asia) which allows users to create unique artwork by embedding the style on their 

selected image. 

Keywords -DeepAI; Style Transfer; Digital Images; Deep Learning; CNN 

INTRODUCTION 

Real-to-synthetic artworks have gained significant popularity among scholars across various fields and 

domains [1]. Image abstraction and artistic stylisation are recent advances in computer graphics and image 

processing that utilise non-photorealistic rendering (NPR) to generate artistic stylised images [2], [3], [4], [5]. 

In artificial neural networks, image style transfer has emerged as a powerful technique capable of transferring 

the style of one image onto another [6], [7]. Image style transfer leverages feature extraction in convolutional 

neural network (CNN) to transfer stylistic characteristics from a style image to a content image. Generally, the 

process involves: (i) a content image as the base image, and (ii) a style image providing the artistic features. The 

technique transforms the textures and patterns of the style image while preserving the structural information 

of the content image [7]. The resulting style-transferred output is thus a novel artwork that combines the two 

sources into a single image.  

This emerging deep learning technique can generally be divided into two (2) categories of style transfer 

methods: (i) image-iteration-based and (ii) model-iteration-based [8]. Studies [7], [8] have reported impressive 

results in image style transfer using different techniques. For instance, Gatys et al. [9]CNN-based texture 

synthesis and style conversion method; Li and Wand [10] the Markov random field (MRF) model and deep 

convolutional neural networks (dCNNs) for two-dimensional image synthesis;  Ulyanov et al. [ 1 1 ]  proposed 

a compact feedforward convolutional network trained on multiple texture samples; developed a feedforward 

network for image transformation [7]; while Lin et al. [12] applied a Generative Adversarial Network 

(GAN)-based approach for day-to-night image translation. More recently, researchers have also explored the 

use of text-image embedding models such as CLIP for style transfer applications [13] 

Due to the impressive performance of deep learning-based image style transfer methods, they have been 

widely adopted across diverse domains [8], [14], [15]. For instance, VisWebDrone [16] applies style transfer in 

photogrammetry; AI-ID [17] utilises it for real-time web intrusion detection; FPT.AI [18] leverages it in text-

to-speech (TTS) application; Blood Bowl [19] employs it in board game challenges; and nucleAIzer [20] 

uses it for nuclei identification in biomedical research. In addition, mobile applications such as Prisma 

(https://prisma-ai.com) have popularised image style transfer for photo editing and creative expression. 
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However, to the best of our knowledge, there are only a limited number of open-source solutions or platforms 

that support the application and visualisation of image style transfer. To address this gap, we have developed a 

web-based computer vision program, “DeepAI” - a platform that enables users to experience deep learning-

based approaches for performing style transfer on digital images. DeepAI can be accessed publicly at 

(https://deepai.asia). Currently, the platform provides two (2) algorithm settings from which users may choose 

according to their preferences. In addition, the generated style-transferred images can be downloaded at 

different pixel resolutions.  

In this paper, we present a web application for enhancing textures and patterns in digital images using deep 

learning-based style transfer. The contributions for this work are two-fold: (i) an enhanced technique for digital 

image style transfer; and (ii) the development of a web application for generating style-transferred artworks 

using deep learning. The remainder of this paper is organised as follows. Section II discusses background 

information related to style transfer. Section III presents the system architecture of the proposed web 

application. Section IV demonstrates the outcomes of deep learning-based style transfer and evaluates the 

performance of the DeepAI application. Finally, Section V concludes the paper.  

BACKGROUND 

Here, we discuss several methods of style transfer, namely: (i) Neural Style Transfer, (ii) Per Style Per Model 

(PSPM), and (iii) Multiple Style Per Model (MSPM). 

Neural Style Transfer 

The pioneering work by Gatys et al. [6] employed a pre-trained VGG-19 network to initialise the process with 

a noisy image, which was iteratively optimised. The loss function was defined by comparing the feature maps 

of the style and content images extracted from the immediate layers of the VGG network. Instead of direct 

feature comparison, a Gram matrix was used to represent the correlations between feature maps, thereby 

removing spatial information of style features while retaining their statistical properties.  

Later research by Li and Wand [21] introduced the use of Markov Random Fields (MRFs) to compute the loss 

by decomposing both the style image and the stylised output into small patches. Each patch from the stylised 

image was matched with the most similar patch from the style image, and the differences were penalised. 

While this approach preserves more local texture details and often produces visually appealing results, its 

effectiveness depends heavily on the similarity between the content and style of images. In cases where the 

content and style images differ significantly, the method struggles, leading to confusion in patch matching and 

degraded visual quality.   

Per Style Per Model (PSPM) 

Instead of training for every pair of style and content images, the Per Style Per Model (PSPM) approach uses a 

single feed-forward network to learn and stylise images [22], [23]. The process of this approach can be divided 

into three (3) tasks: (i) a feature extractor/encoder, (ii) a transfer network to learn the style features, and (iii) a 

decoder to reconstruct the image. Even though the processing speed is faster compared to [6], a separate 

transfer network still needs to be trained for each style.  

Multiple Style Per Model (MSPM) 

Training a single network for each style leads to space and scalability issues. To address this limitation, 

researchers [24], [25], [26] introduced the Multiple Style Per Model (MSPM) approach, which combines 

multiple styles into a single transfer network. This method employs a Conditional Instance Normalisation 

(CIN) layer that swaps between similar styles to generate the corresponding stylised images. Since it 

conditions only a few layers, this technique significantly reduces both training time and storage requirements 

compared to training multiple individual models for multiple styles.  
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Arbitrary Style Per Model (ASPM) 

The main drawback of PSPM and MSPM is their limitation to generate styles that were not included during the 

training phase. In contrast, Style per Model (ASPM) can apply any chosen style to a content image in a single 

feedforward pass. This method operates similarly to patch-matching; it divides the feature maps of both the 

style and content images into small patches, then identifies and swaps the most similar pairs. Known as the 

Style Swap technique, this approach preserves details from both the content and style images at a high level 

[27]. This work aims to design an arbitrary style transfer system that allows users to freely select any image as 

the style reference. Consequently, PSPM can MSPM are not considered due to their limitations. Moreover, 

considering factors such as computational efficiency and space requirements for real-time applications, ASPM 

is identified as the most suitable option.   

 

Fig. 1. Flowchart of the proposed Style Transfer System 

RESEARCH METHOD 

In this section, we first show the flow design of the proposed style transfer system. Fig. 1 illustrates the overall 

process, starting from input selection to the final output display. Generally, the system allows the user to select 

both the input image and the preferred style image. Once selected, the images are processed and sent to the server for style 

transfer execution. The user may choose between two options of style transfer: (i) DeepConvArt 1, and (ii) 

DeepConvArt 2. We will discuss further on the DeepConvArt options in sections III-B & III-C. After the style 

transfer process, the system provides users with additional controls to adjust output settings according to their 

preferences.  Finally, the generated style-transferred image is displayed on the screen as the final output.  

Front-end and Back-end Integration Setup 

The system architecture of the proposed DeepAI application is illustrated in Fig. 2. The design adopts a 

modular structure consisting of two (2) main components: (i) the front-end deployment layer and (ii) the back-

end processing layer, both of which are integrated to support seamless interaction, efficient computation, and 

scalable deployment.  

 

Fig. 2. System architecture of the proposed DeepAI application 

http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN SOCIAL SCIENCE (IJRISS) 

ISSN No. 2454-6186 | DOI: 10.47772/IJRISS | Volume IX Issue IX September 2025 

Page 364 www.rsisinternational.org 

 

 

 

 

 

The front-end layer is developed using the Laravel framework1, which provides a robust and secure 

environment for web-based user interactions. Laravel’s MVC architecture enables efficient rendering of user 

interfaces and supports structured interaction flows between users and the application. The application is 

hosted on a DigitalOcean2 cloud server, which offers flexibility in deployment and scalability to handle 

multiple user requests concurrently. This ensures that the system can be assessed reliably by diverse users 

across different platforms.  

The back-end layer is designed for computational efficiency and real-time processing. It is implemented using 

FastAPI, a high-performance Python-based framework well-suited for building machine learning and AI-

driven web services. FastAPI integrates seamlessly with the Anaconda distribution, which provides the 

required scientific libraries and environment management tools for reproducibility and streamlined 

development. To support data storage, retrieval and consistency across the system, we employ Amazon 

Relational Database Service (RDS)3. RDS offers a fully managed and secure cloud-based database solution, 

ensuring high availability, durability, and scalability of the stored content and style image datasets.  

At the core of the system, we deploy a Convolutional Neural Network (CNN) based architecture for style 

transfer, leveraging the pre-trained VGG-19 network as the feature extractor.  Technically. Two (2) 

complementary design settings are implemented to address different style transfer requirements: (i) AdaIN-

based pipeline (DeepConvArt 1) designed for lightweight, efficient style transfer with feature whitening and 

colouring integration; (ii) SAFIN-based pipeline (DeepConvArt 2) designed to incorporate self-attention and 

factorised normalisation for improved semantic consistency and richer stylisation.  

Together, this architecture ensures that the system is both user-centric (via a responsive and reliable front-end) 

and computation-centric (via a robust back-end with scalable cloud resources). By combining advanced deep 

learning models with cloud-based infrastructure, the DeepAI application achieves an optimal balance between 

performance, accessibility, and adaptability in real-world deployment scenarios. The details of each design 

setting will be discussed further in the subsequent paragraphs. 

Design of Style Transfer 1: DeepConvArt 1 

For DeepConvArt 1 (Fig. 3), we developed a hybrid style transfer framework that integrates adaptive instance 

normalisation (AdaIN) [28] with feature whitening and colouring transformations [29] in the image 

reconstruction pipeline (Algorithm 1). This design addresses a major limitation of conventional AdaIN-based 

methods, i.e. their tendency to introduce artefacts or oversimplified style patterns when handling complex 

artistic textures. The rationale behind adopting AdaIN lies in its proven efficiency in aligning the mean and 

variance of content features with those of the target style; it enables real-time, arbitrary style transfer while 

avoiding the computational overhead of optimisation-based methods [28]. Specifically, AdaIN provides a 

lightweight yet effective mechanism for real-time arbitrary style transfer, avoiding the computational overhead 

of optimisation-based methods [28]. However, while AdaIN ensures statistical alignment, it does not explicitly 

remove residual content-domain style information that may interfere with the stylisation process. This often 

results in blended textures or partial style dominance.  

1https://laravel.com/ 

2https://www.digitalocean.com 3https://aws.amazon.com/rds/ 

 

Fig. 3. The DeepConvArt-1 architecture 
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Fig. 4. The DeepConvArt-2 architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The input page for content and style image. 

Algorithm 1: An algorithm for DeepConvArt 1  

A. Encode image into the VGG19 model 

B. Begin Image reconstruction and style transfer 

– feature whitening transformation 

– subtracting encoded content from its mean 

– dividing encoded content by its variance 

– calculate mean and variance 

C. Begin content enhancement 
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– multiplying encoded content by the stroke control degree 

– divide encoded style with stroke control degree 

– convert style by multiplying t h e  result by t h e  array style’s variance 

– add result with the array style’s mean 

D. Decode the image with the correlated layer of the decoder 

E. Colour-Preserving 

– If the colour-preserving option is on; replace the colour channels of the stylised image with the content 

image 

To mitigate this, we incorporate feature whitening before AdaIN. Whitening decorrelates feature maps, 

neutralising the native content style so that subsequent application of the style’s mean and variance (via inverse 

whitening) is not distorted by residual content-specific statistics. This combination creates a purer feature 

space, thus yields more faithful style embedding. This step is articular articularly significant in cross-domain 

transfer, such as natural images and abstract artworks, where feature distributions are highly divergent.  

The hybrid AdaIN-whitening approach thus balances content preservation and style fidelity. The whitening 

step emphasises style purity by suppressing unintended structural biases, while AdaIN reintroduces controlled 

stylistic variance that respects the content’s global spatial structure. To support perceptual coherence, we adopt 

a pre-trained VGG-19 network [30] as an encoder, leveraging its well-validated ability to capture both low-

level textures and high-level abstractions. The decoder then reconstructs the stylised image with improved 

sharpness and natural blending compared to single-normalisation approaches.  

In short, the hybrid design of DeepConvArt 1 represents a deliberate methodological choice to overcome the 

shortcomings of existing AdaIN-only frameworks. By uniting whitening transformations with adaptive 

normalisation, the proposed model establishes a more reliable feature alignment mechanism that promotes both 

stylistic expressiveness and structural integrity of the synthesised images. This design choice is justified not 

only by theoretical considerations of statistical independence but also by the practical need for scalable, high-

quality style transfer in diverse and complex artistic domains.  

Design of Style Transfer 2: DeepConvArt 2 

In DeepConvArt 2 (Fig. 4), we developed a style transfer framework built upon double modules of Self-

Attentive Factorised Instance Normalisation (SAFIN) [31]. This design extends the AdaIN-whitening approach 

of DeepConvArt 1 by incorporating attention-driven normalisation, which more effectively captures both local 

feature statistics and global semantic dependencies between content and style representations.  The objective is 

to improve the fidelity of stylisation, particularly in scenarios where spatial coherence and fine-grained details 

are critical. 

SAFIN differs fundamentally from AdaIN in its ability to factorise normalisation parameters and apply them 

selectively under the guidance of self-attention. Whereas AdaIN aligns mean and variance globally across 

channels, SAFIN leverages attention mechanisms to detect and weight the differences between encoded 

content and style array (Algorithm 2). This allows the network to emphasise semantically important regions of 

the content while suppressing less relevant features, thus achieving a more context-aware transfer of stylistic 

attributes. Prior work [31] has shown that such attention-driven normalisation significantly reduces artefacts 

and improves structural consistency in arbitrary style transfer tasks.   

In DeepConvArt 2, the encoded content features are first whitened to neutralise inherent style biases. Parallel 

to this, a self-attention branch is introduced to process the style features, capturing both similarity and 

relational information between the two domains. The outputs of these branches are then merged and refined 

through a lightweight convolutional layer followed by ReLU activation, which adjusts feature interactions and 
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enhances non-linear adaptability. The use of double SAFIN modules further stabilises the style-content 

alignment by reinforcing feature calibration of multiple stages, ensuring that both coarse and fine-grained 

stylistic patterns are consistently embedded.  

As in DeepConvArt 1, we employ a pre-trained VGG-19 network [30] as the encoder for feature extraction. 

VGG-19 provides hierarchical feature representations, which are essential for enabling the SAFIN modules to 

operate across multiple abstraction levels. The final decoded reconstructs the stylised image, producing results 

that exhibit improved texture fidelity, semantic consistency, and overall perceptual quality compared to single 

normalisation approaches.  

Algorithm 2: An algorithm for DeepConvArt 2 

1.0 Encode image into the VGG19 model 

2.0 Begin Image reconstruction and style transfer 

– feature whitening transformation 

– subtracting encoded content with its mean 

– dividing encoded content with its variance 

– get attention from encoded style and content 

– undergo a CNN layer to generate array A and B separately 

– calculate mean and variance 

3.0 Begin style converting 

– multiply encoded content with array A 

– add result with array B 

– multiply result with array style’s variance 

– add result with array style’s mean 

4.0 Image decoding 

– If layer = conv51; decode with first layer of decoder 

– If layer = conv41; concatenate with last layer’s result; decode with second layer of decoder 

– else; decode with correlated layer of decoder 

5.0 Colour-Preserving 

– If colour-preserving option is on; replace colour channels of stylized image with content image 

In summary, DeepConvArt 2 demonstrates the effectiveness of integrating self-attention with factorised 

normalisation for image style transfer. The double SAFIN design enhances robustness by combining the 

strengths of whitening-based disentanglement with attention-driven feature selection. This yields outputs that 

maintain structural coherence while capturing stylistic nuances with higher fidelity, thereby representing a 

significant step forward in arbitrary style transfer design.  
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RESULTS AND DISCUSSION 

Here we present the main page and input page of DeepAI application in Fig. 5 and Fig. 6, respectively. On the 

main page of DeepAI, users can see the recent photos of the stylised image in the database. To style the new 

image, the user can simply upload the photo and select the style to be transferred in the photo. There are a few 

settings for the user to explore, i.e. the style weight, the size of images during processing, the stroke 

control degree, the result enhancement level, and the choice to do colour preserving, as shown in Figure 7. The 

application will process the request and show the result of the stylised image, as shown in Fig. 8. The stylised 

image can then be downloaded to the user’s local drive. The produced artwork will depend on the settings 

chosen by the user. We show a few samples of different stylised artwork produced from DeepConvArt 1 and 

DeepConvArt2 in Fig. 9 and Fig. 10, respectively. 

 

Fig. 5. The main page of DeepAI - a web application for image style transfer. 

 

Fig. 7. The setting options for DeepAI Style Transfer: DeepConv Art 1. 

 

Fig. 8. The result page for stylized image. 
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Fig. 9. The Output of DeepAI Style Transfer: DeepConvArt 1 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. The Output of DeepAI Style Transfer: DeepConvArt 2 

A. Evaluation 

To evaluate the performance of algorithms and quality of produced artwork, we performed both quantitative 

and qualitative tests. We collected a dataset from the wikiArt dataset [30] as style images and used the 

coco2014 dataset [31] for content images. A total of 10 batches were evaluated, with each batch consisting of 

10 pairs of images (content and style image). 

We calculate the loss using the equation: 

Lc+s = Lc + Ls                     (1) 

where Lc is content and Ls is style during the training phase. Assume Lc = ||g(t)−t||2 where t is the content 

image’s feature (in computing the content loss we use the conv51 layer’s output which represents the 

content information of an image). g(x) is the style transfer process on input x. The content feature will be 

compared with the result’s feature and get the difference as loss. 
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Ls = ||(g(t) − (s)||2 + ||(g(t) − (s)||2         (2) 

where s is the style image’s feature in a single channel, (x) is the mean function and x() is the 

function to calculate the standard deviation. For computing the style loss, this process will be repeated 

for 5 times based on 5 layers (conv11, conv21, conv31, conv41, conv51) where those 5 layers represent the 

style’s features in different dimensions. As shown in Fig. 11, there are no significant changes in losses between 

batches, with less than a 25% difference between the highest and lowest values. This demonstrates that the 

algorithms are robust and consistently produce similar quality across stylized images. However, as illustrated 

in Fig. 12, DeepConvArt 2 yields a higher loss in each batch, which may be due to the way the DeepConvArt 2 

algorithm updates the pixel values of an image. It might happen due to the way of DeepConvArt 2 

algorithm updates the pixie value of an image. 

As for the qualitative testing, we randomly selected 10 pairs of content and output images for each algorithm 

setting (DeepConvArt 1 and DeepConvArt 2). Respondents were then asked to rate the quality of the stylised 

images on a scale of 1 to 5, with 1 being the worst and 5 being the best. In total, 50 respondents participated in 

the evaluation. Based on the results shown in Fig. 13, we found that DeepConvArt 2 received a slightly higher 

average rating than DeepConvArt 1. This finding indicates that, from the perspective of human vision, the 

quality of artwork produced by DeepConvArt 2 is superior to that of DeepConvArt 1. However, this result 

contradicts our quantitative testing, where the loss values for DeepConvArt 2 are higher, as illustrated in Fig. 

14. Here, we can conclude that using this application, certain style images work better than other, which 

cause the final artwork of the stylised image to degrade. 

Fig. 11. The quantitative evaluation results: DeepConvArt 1 

 

F ig .  1 2 .  T h e  q u a n t i t a t i v e  e v a l u a t io n  r e s u l t s :  D e e p C o n v A r t  2  
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Fig. 13. The qualitative evaluation results: DeepConvArt 1 

 

Fig. 14. The qualitative evaluation results: DeepConvArt 2 

Despite the encouraging outcomes of our experiments, several limitations remain in the current study. First, the 

evaluation process revealed a discrepancy between quantitative and qualitative results. Specifically, while 

DeepConvArt 2 demonstrated a higher loss during training compared to DeepConvArt 1, it nevertheless 

achieved better average scores in human perceptual evaluations. This divergence suggests that the loss 

functions currently employed may not fully capture perceptual quality as experiences by human observers. 

Similar observations have been reported in prior studies where pixel-level loss measures fail to align with 

subjective visual assessments [32]. This limitation underscores the need for incorporating perceptually aligned 

loss functions such as perceptual loss or adversarial loss, which can better reflect human aesthetic judgement.  

Second, the dataset used for qualitative testing was restricted to 10 randomly chosen content-style pairs, rated 

by 50 respondents. While this provides an initial insight, the relatively small and homogenous sample size may 

limit the generalizability of the findings. Future work should adopt larger, more diverse datasets encompassing 

a wide range of artistic styles and cultural variations, along with broader respondent pools to ensure statistical 

robustness and reduce potential bias in human evaluations.  

Third, the current implementation is limited to two (2) algorithms, which both rely on a pre-trained VGG-19 

network as the backbone encoder. While VGG-19 is widely used and effective for perceptual feature extraction 

[30], it is computationally heavy and may not represent the most efficient solution for real-time web 

applications. Lightweight architectures such as MobileNet, EfficientNet, or Vision Transformers could be 

investigated to balance efficiency with stylisation quality, especially for deployment in resource-constrained 

environments.  

Fourth, the present system does not yet incorporate adaptive mechanisms to select or recommend suitable style 

images based on content characteristics. As observed in our results, certain style-content pairings led to 

degraded outputs, suggesting that mismatches between feature distributions of content and style images 

significantly influence the final quality. Future research could therefore focus on style-content compatibility 
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analysis, where style transfer is guided by learned metrics that predict which style images are likely to yield 

visually pleasing results. This could also open pathways to personalised style transfer by incorporating user 

preferences into the process. 

Finally, the current study focused primarily on static images. Extending the framework to handle video style 

transfer while maintaining temporal consistency remains an open challenge. Furthermore, integration of 

additional algorithms (e.g. patch-based, attention-guided, or diffusion-based methods) could enhance both the 

diversity and controllability of stylised outputs.  

Future work should pursue perceptually aligned loss functions to reconcile quantitative and qualitative 

outcomes. Larger and more diverse datasets with expanded user studies for robust evaluation. Additionally, 

exploration of alternative lightweight encoders to improve efficiency in web applications. 

CONCLUSION 

DeepAI offers a fast and simple tool for performing style transfer on digital images. It serves as a useful 

starting point for the development of web applications that apply style transfer, particularly those aimed at 

community use. The application also holds potential as a teaching tool or educational platform to demonstrate 

and experiment with image style transfer using deep learning approaches. Currently, DeepAI supports only two 

algorithms—AdaIN-based and SAFIN-based. Future enhancements could include embedding additional 

algorithms and exploring alternative pre-trained networks beyond VGG-19 to improve performance and 

versatility. Moreover, further research should investigate the characteristics of style images that contribute to 

generating more visually appealing stylised artworks, particularly from the perspective of human perception. 
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