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ABSTRACT 

Estimation of population parameters such as population mean and population total has been a major concern in 

Sample Survey Theory. In sampling theory, researchers employ auxiliary information to improve precision and 

validity of estimators. This study applies two-phase sampling in estimation of a finite population mean using 

modified exponential ratio estimator. Two-phase sampling was used since it leverages on the information 

collected in the first phase, along with auxiliary variables, to guide the selection of a more targeted and efficient 

second-phase sample, resulting in increased precision for the estimates of interest. Study results showed that the 

proposed modified exponential ratio estimator produced a smaller Bias and MSE than Shabbir and Gupta (2007), 

and Singh and Solanki (2013). Further, the proposed estimator produced a higher relative efficiency as compared 

to Shabbir and Gupta (2007), and Singh and Solanki (2013). 

INTRODUCTION 

This chapter presents background of study, problem statement, objectives, justification and significance of the 

study. 

1.1 Background Information  

Many methods are available in literature on how to estimate population parameters such as population mean and 

population total. These methods can generally be divided into two broad methods, namely parametric methods 

where a probability distribution is assumed to generate random values for the survey variable(s) and non-

parametric methods where no underlying distribution is assumed prior to estimation of population parameters. In 

the later approach, values are assumed to be distribution free (Kvam, Vidakovic, & Kim, 2022).  

In Sampling Theory, researchers employ auxiliary information to improve the efficiency of estimators for 

population parameters of interest. Authors such as Särndal, Swensson and Wretman (2003) discussed various 

methods of finding estimators and categorised these methods as: modelbased approach, model assisted approach 

and designbased approach. As such, modelbased estimators rivalled designbased estimators when the survey 

variables were linearly related to the auxiliary random variables. 

Haq, iKhan iand iHussain (2017) iobserved ithat iauxiliary iinformation iimproves ithe iprecision iand validity 

iof iestimating ithe ipopulation imean ifor ithe ivariable iunder istudy. iTraditional iestimators isuch as iratio, 

iproduct, idifference iand ilinear iregression iestimators ithat iutilized the iinformation ion iauxiliary variables 

iwere iintroduced. iThe iratio iestimator iintroduced iby iCochran (1940) iis imore iefficient iif there iis ia 

ipositive icorrelation ibetween istudy ivariable iY iand iauxiliary ivariable iX, iwhile ithe iproduct estimator 

iintroduced iby iMurthy (1964), iis imore iuseful iwhen ithere iis ia inegative icorrelation ibetween study ivariable 

iY iand iauxiliary ivariable iX. A linear regression estimator is useful when the line of regression of Y on X is 

linear but does not pass through the origin.  
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Auxiliary variables have assisted in finding unbiased estimators in population totals (Dagdoug, Goga, & Haziza, 

2023). iAccording ito iWalsh (1970), ithe itotal iY iof ia ifinite ipopulation iof isize iN iis iestimated based ion ia 

isimple irandom isample iof isize in iand icomplete iknowledge iabout ia ipopulation iof iN ivalues ithat 

icorrespond ito ithe ivalues iof ithe ipopulation iwith iunknown itotaliY. iSrivenkataramana iand iTracy (1979) 

iconsidered ifour iestimators isuited ifor icases iwhere icorrelations iwere ionly imoderate iand ia irule ifor 

ichoosing iamong ithese itraditional iestimators iwas iestablished. iThe imethods iwere ibuilt iaround ithe iidea 

ithat iestimating ithe ipopulation itotal iis iessentially iequivalent ito iestimating ithe itotal icorresponding ito 

inon-sample iunits. These methods consider an extension for using multi-auxiliary information.    

Such imodified iestimators iwere igenerally ideveloped ieither iusing ione ior imore iunknown iconstants ior 

introducing ia iconvex ilinear icombination iof isample iand ipopulation imeans iof iauxiliary icharacteristic with 

iunknown iweights. iIn iboth icases, ioptimum ichoices iof iunknown iconstant iare imade iby minimising ithe 

imean isquare ierror iof imodified iestimators ito ibecome imore iefficient ithan ithe traditional ione. iBahl iand 

iTuteja (1991) iintroduced iexponential iratio-product itype iestimator iand showed ithat ithe iestimators 

iperformed ibetter ithan ithe itraditional iestimators. iLater ion, ivarious iauthors like iUpadhyaya iet ial. (2011) 

iand iSolanki iet ial. (2012) added to the knowledge of exponential estimators in isampling itheory. i iSingh (1967) 

iutilised iinformation ion itwo iauxiliary ivariate i𝑥1 iand i𝑥2 iand suggested ia iratio-cum-product iestimator ifor 

ipopulation imean. iSingh iand iTailor (2005) iutilised iknown correlation icoefficient ibetween iauxiliary 

ivariates (𝑝𝑥1,   𝑥2
) iand i𝑥2. 

The ichoice iof itwo-phase isampling ihas ibeen iinformed iby iHidiroglou iand iSarndal (1998) iand iHidiroglou 

(2001), whose works icontended ithat itwo iphase isampling iis imore iefficient iwhen ithe ipopulation imean i(𝑋̅) 

iof ithe iauxiliary ivariable i(𝑋) iis iunknown iat ithe istart iof ia isurvey. As such, it is usually used when the 

number of units required to give the desired precision on different items is widely different. Also, its usefulness 

emerges when it uses the gathered information from the first phase as auxiliary information so as to increase the 

precision of information to be obtained in the second phase (Singh & Vishwakarma, 2007).  

Thus with an ever dynamic data characteristics, estimation techniques need to be as dynamic as possible in order 

to rightly derive meaningful information from data. Therefore, this study sought to improve finite population 

mean estimation under two-phase sampling using an exponential ratio estimator.  

1.2 Problem Statement  

Estimation iof ithe ipopulation imean iwith igreater iprecision iis iof igreat iconcern iin iSampling Survey Theory. 

iPrecision iof iestimates ican ibe iimproved iby iincreasing ithe isampling isize ibut idoing iso itends to ireduce 

ithe ibenefits iof isampling. iTherefore, ithe iprecision imay ibe iincreased iby iusing ian appropriate estimation 

iprocedure ithat iutilises iauxiliary iinformation iclosely irelated ito ithe istudy ivariable. Some of the estimation 

methods that make use of auxiliary information include products, ratio and regression estimators. When there is 

a strong positive or negative correlation with the auxiliary variable and the regression line passes through the 

origin, then the estimator which is informed by the auxiliary variable improves population mean estimation.  

According to Shabbir and Gupta (2011), despite regression estimator having less practicality, it appears to be in 

a unique position because of its strong theoretical foundation. Even though the regression estimator is more 

effective in many real-world situations, the traditional ratio and product estimators have efficiency levels that are 

comparable to those of linear regression. Due to the less practicability restriction (assumption violations, data 

sample size requirement, multicollinearity, outliers and missing values), different scholars have conducted studies 

in an effort to increase the effectiveness of the current ratio, product, or classes of ratio and product estimators of 

the population mean in simple random sampling without replacement. This far, Singh and Solanki (2013) 

proposed an estimator, which was a modification of Kadilar and Cingi (2006a, 2006b) estimators, and was more 

efficient than the regression estimator. Moreover, in instances where data collection is very costly and presents 
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an impossibility due to factors linked to acquisition of the raw data, phased sampling becomes useful. That is, if 

a researcher is investigating a variable Y and it is costly to gather data on Y, but there exists a variable X that is 

known to be correlated to Y and is cheap to get data on, phased sampling becomes handy. By developing an 

estimator utilising the correlation between X and Y, two-phase sampling lowers the variance of the predicted 

total. The two-phase framework can be used in cases where there are challenges of missing data, as is in some 

occasions during sampling, or no suitable frame. As such, the proposed study estimates a finite population mean 

using a modified exponential ratio estimator in a two-phase sampling. 

1.3 Justification and Significance of the Study 

This study focused on developing a modified ratio exponential estimator of the population mean in two–phase 

sampling.  It is expected that estimators developed under these sampling schemes will give rise to smaller variance 

compared to their rival estimators under other sampling schemes.  

1.4 Objectives of the Study 

1.4.1 General Objective 

To construct a modified exponential ratio estimator for finite population mean under two-phase sampling. 

1.4.2 Specific Objectives 

(i) To derive a modified ratio exponential estimator of the population mean in two phase sampling. 

(ii) To compare the efficiency of the proposed estimator to that of Shabbir and Gupta (2007) and that of Singh 

and Solanki (2013). 

1.5 Significance of the Study 

This study focused on developing a modified ratio exponential estimator of the population mean in two-phase 

sampling.  The estimators developed under two-phase sampling schemes gave a smaller Mean Squared Errors 

compared to their rival estimators under other sampling schemes therefore resulting to higher precision of 

estimators.  

LITERATURE REVIEW 

2.1 Introduction 

This ichapter ireviews iprevious iwork irelated ito ithis istudy. In particular, reviews of estimation methods and 

empirical reviews of ratio estimators are provided.  

2.2 Review of Estimation Methods 

The imain iapproaches iused iin iestimation iof ia imodified iratio iexponential iestimator, as discussed by 

Särndal, Swensson and Wretman (2003), iare ithe idesign ibased iapproach, imodel-based ior isuper-population 

iapproach, imodel iassisted iapproach iand idesign iassisted iapproach. iIn ithe idesign ibased iapproach, 

itheiobserved ivalues iof itheI variable iY igiven iby 𝑖𝑦1, 𝑖𝑦2, 𝑖. . . . . . , 𝑖𝑦𝑛  i iare iassumed ito ibe iunknown ibut 

ifixed iconstants. iIn ithis iconcept, ia isample iis idrawn ifrom ithe ifinite ipopulation iand ithe isample 

imeasurements iare iutilised iin ithe iestimation iof ithe ipopulation iparameter iof iinterest. Under ithe imodel 

ibased iapproach, ian iassumption ithat ithe iactual isurvey imeasurements i𝑦1, 𝑖𝑦2, 𝑖. . . . . . , 𝑖𝑦𝑛 𝑖are irealised 

ivalues iof ithe irandom ivector i𝑌1, 𝑖𝑌2, 𝑖. . . . . . , 𝑖𝑌𝑁 iis imade. iIn ithis iapproach, ithe imodel iis isummarized ias 

i𝑌𝑖  𝑖 =  𝑖𝑚(𝑋𝑖) 𝑖 +  𝑖𝑒𝑖 ifor i𝑖 = 1,2, . . . . . , 𝑁 iwhere i𝑚(𝑋𝑖) iis ia ismooth ifunction iand i 𝑖𝑒𝑖 iis ia isequence iof 

iindependent iand iidentically idistributed irandom ivariables iwith imean izero iand ifinite ivariance. i 
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The iestimator iof ithe ipopulation imean iunder ithis iapproach iis idefined ias:  

𝑇̂ =  𝑖𝛴𝑖𝑒𝑠𝑌𝑖 𝑖 +  𝑖𝛴𝑖𝑒𝑟𝑌𝑖 𝑖 

where i𝛴𝑖𝑒𝑠𝑌𝑖 𝑖 𝑖denotes ithe isample iproportion iand i𝛴𝑖𝑒𝑟𝑌𝑖 𝑖denotes ithe inon isample ipro-portion (Särndal, 

Swensson & Wretman, 2003). i 

The imodel iassisted iapproach iincorporates iauxiliary iinformation iinto ithe idesign ibased iestimation iof the 

ipopulation imean. iIt iassumes ithe iexistence iof ia isuper ipopulation imodel ibetween ithe iauxiliary variables 

iand ivariable iof iinterest ifor ithe isampled ipopulation (Ståhl et al., 2016). The model assisted approach 

integrates auxiliary information, which are related to the main variable of interest but may not be directly 

measured within the sampled population (Dagdoug, Goga, & Haziza, 2023). By leveraging this additional 

information, the approach aims to enhance the accuracy and robustness of population mean estimation.  

In addition, the model-assisted approach utilises the design-based estimation framework, which considers the 

specific sampling design used to collect the data (Haq, Khan, & Hussain, 2017). This approach allows for more 

information abouti the entire ipopulation basedi oni the information of thei sampling process, ensuring that 

estimation results are grounded in the underlying sampling design. 

Moreover, the model-assisted approach operates under the assumption of a super population model, delineating 

the correlation between auxiliary variables and the variable of interest throughout the entire population (Haq, 

Khan, & Hussain, 2017; Dagdoug, Goga, & Haziza, 2023). By incorporating information from this model, the 

approach gives a better understanding of how auxiliary variables influence the variable of interest within the 

sampled population. Additionally, the approach posits that there is a connection betweeni the iauxiliary ivariables 

iand the variablei of iinterest in thei sampled ipopulation (Haq, Khan, & Hussain, 2017). 

The ipopulation iquantities iof iinterest iare iestimated iin isuch ia iway ithat ithe idesign ibased iproperties of 

ithe iestimators ican ibe iestablished. iThis icontradicts ithe imodel-based iapproach ifor iwhich ithe idesign based 

iinferenceiis inot ipossible. iIn ithe idesign iassisted iapproach, ithe imodel iis iused ito iincrease ithe efficiency 

iof ithe iestimators (Onsongo, 2018). Design assisted approach aims to enhance the precision of survey estimates 

and make data collection more efficient by incorporating pre-existing information into the survey design process 

(Onsongo, 2018; Mugambi, 2023). Estimators iremain itypically idesign iconsistent even iif ithe imodel iis inot 

icorrect. iSince ithis iapproach ihas ia igreat ipotential ito iimprove ithe iprecision of ithe irequired isurvey 

iestimators iwhen ithe iappropriate iauxiliary iinformation iis iavailable, iit ioften requires ithat ithis imodels iare 

ilinear (Odhiambo, 2019). iOf ithe isurvey iapproaches, ithe imodel ibased approach ihas ibeen iconsidered ito 

ibe ithe imost iconsistent imethod iof iestimation (Särndal, Swensson & Wretman, 2003; Ståhl, 2016). In this 

study, a model-assisted approach was applied. 

2.3 Empirical review of ratio estimators 

Sing, Malviya and Tailor (2023) presented a newi category/classi ofi ratio-product-ratio estimatorsi in twoi phasei 

sampling. The iresearch idetermined ithe ioptimum mean ivalues, ias iwell ias ithe ileast imean isquare error iof 

ithe iproposed iestimator. iUsing ithe imean isquare ierror icriteria, ithe iresearchers icompared ithe performance 

iof ithe iproposed iand iexisting iestimators such as those developed by Pal  and Singh, (2017),  Muhammad, 

Zakari, & Audu, (2021) and found that the proposed class of estimators were more efficient than the prior 

estimators.  iSamiuddin iand iHanif i(2007) iproposed iregression iand iratio iestimation methodologies ifor 

iestimating ithe ipopulation imean iutilizing iinstances iwith ipartial iand ino iinformation in itwo-phase 

isampling. iUsing iactual idatasets, ithe icharacteristics iof iproposed iestimators, iincluding bias iand imean 

isquare ierror iwere idetermined. On the basis of the comparisons, the study concluded that the derived estimators 

were more efficient than their rival estimators constructed under other sampling schemes. In addition, Ahmad 

(2008) provided a number of estimators fori two-phasei and multiphasei sampling utilizing data on a variety of 
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auxiliary variables. Using several auxiliary variables, Hanif et al. (2010) created the regressioni estimator. The 

proposed estimator's characteristics, isuch ias ibias iand imean isquare error, were developed and evaluated using 

actual data sets. The results showed thati the meani square ierror obtained from Hanif et al. (2010) estimatori were 

lower than those of Ahmad (2008), presenting a better estimator in the process. 

Singh iand iVishwakarma (2007) modified ithe itwo-phase isampling developed by iBahl iandiTuteja (1991). 

Using iactual idatasets, ithe istudy ievaluated ithe iproposed iestimator ito iexisting iestimators ibased ion ithe 

criterion iof imean isquare ierror iand irelative iefficiency. The empirical study found that Singh and 

Vishwakarma (2007) ratio and product estimator, that was obtained after modifying the estimator developed by 

iBahl iandiTuteja (1991), was more efficient compared to iBahl iandiTuteja (1991) estimators (exponential ratio-

type and exponential product-type estimators). iOzgul iand iCingi i(2014) iintroduced ia iclass iof exponential 

iregression icum iratio iestimators ifor iestimating ithe ipopulations imean iusing itwo-phase sampling. In termsi 

of meani square errori and percent relativei efficiency, the developed estimator had a higher efficiency (Pal & 

Singh, 2017). Using a two-phase sampling technique, Sukhatme (1962) proposed a generalized iratio-type 

iestimator. iThe isuggested classesi ofi estimators iwere igenerated iand iapplied ito actual idatasets. iRao (1973) 

iused itwo-phase isampling iwhen istratification iand inon-response challenges were ipresent. Non-response 

challenges occur when selected units or respondents do not participate or provide complete information in a 

survey (Sikov, 2018). These issues can lead to biased, less precise, and potentially inaccurate results. iThe istudy 

determined ithe properties iof ithe iproposed iestimator, iincluding ibias iand mean isquare ierror. The suggested 

estimator demonstrated superior performancei in terms ofi mean squarei error and relativei efficiency. 

Srivenkataramana (1980) iadvocated itransforming ian iauxiliary ivariable ito iimprove ithe iperformance iof the 

iestimator iof ithe ipopulation imean. iUsing itwo iauxiliary ivariables ifor itwo-phase isampling, Sahoo et al. 

(1993) proposed a regression-based technique to estimate. They got the characteristics of the proposed estimator, 

including bias and mean square error. The suggested estimator demonstrated superior performance in terms of 

mean square error and relative efficiency (El-kenawy et al., 2022). iSingh iand iUpadhyaya i(1995) proposed ia 

igeneralized iestimator ifor ithe ipopulation imean iemploying itwo iauxiliary ivariables in two-phase sampling 

as a means of enhancing the accuracy of estimators.  

Yadav iet ial. (2016), iand iMisra (2018), proposed a two-phase estimation method for estimating the population 

mean in double sampling with an auxiliary variable. In the first stage, a random samplei was drawni from thei 

population, and in the second stage, an additional sample was taken using ani auxiliary variablei that was 

correlatedi with the variablei of iinterest. Yadav et al. (2016) estimators typically involved weighting the 

observations from each phase based on the auxiliary variable's correlation with the variable of interest. Misra 

(2018) approach improved upon the foundation laid by Yadav et al. (2016) and further refined the estimation 

method for double sampling with an auxiliary variable. The key contribution of Misra (2018) was the development 

of novel weighting schemes that better accounted for the relationship between the auxiliary variable and the 

variable of interest. The aim was to minimize bias, reduce variance, and improvei the overall precision of the 

populationi meani estimates. 

Several iresearchers ihave, ihowever, iproposed imodified iestimators ifor ipredicting ithe ipopulation imean of 

ithe istudy ivariable iusing iknown ivalues iof ispecific ipopulation iparameters, isuch ias icoefficient iof variation, 

icoefficient iof ikurtosis, iand icorrelation icoefficient. iRecent istudy iby iYahaya iand iKabir (2017) iproposes 

ia imodified iratio iproduct iestimator iof ithe ipopulation imean iof iutilising ithe imedian and icoefficient iof 

ivariation iof ithe iauxiliary ivariable iin ia istratified irandom isampling istrategy. However, ithe istudies iof 

ithese ialternative estimators still have low precision and imay ibe iimproved iby the iuse iof itwo-phased 

isampling ischeme. 
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METHODOLOGY 

3.1 Introduction  

This chapter presents the modified exponential ratio estimator under itwo iphase isampling iin iestimating ithe 

finite ipopulation imean.  

3.2 Exponential Ratio Estimator  

Let ia ifinite ipopulation iU= {𝑈1, … … , 𝑈𝑁} iof isize N comprising of (𝑌𝑖, 𝑋𝑖). 𝑖Let iῩ= i∑ 𝑌𝑖/𝑁 𝑖𝑁
𝑖=1  iand i𝑋̅ =

∑ 𝑋𝑖/𝑁 𝑖𝑁
𝑖=1 be ithe ipopulation imeans iof ithe istudy ivariable Y iand ithe iauxiliary ivariable iX, irespectively. 

In iestimating ithe ipopulation imean 𝑖Ῡ iof iy, ia isimple irandom isample iof isize in iis idrawn iwithout 

replacement ifrom ithe ipopulation iU. iLet i𝑦̅ i= i∑ 𝑦𝑖 /𝑛 𝑖𝑁
𝑖=1  iand i𝑥̅ = ∑ 𝑥𝑖/𝑛𝑁

𝑖=1  ibe ithe iunbiased estimators 

iof ipopulation imeans iῩ iand i𝑋 ̅ irespectively. iThen ithe imodified iratio iestimator iis idefined by; 

   𝑦̅𝑝 = 𝑦̅
𝑋̅

𝑥̅
 i,  if i𝑥̅≠ i0     i(3. i1) 

Where 𝑖𝑥 ̅, ithe imean iof ithe iauxiliary ivariables ix iis iknown. i 

With iknown ipopulation imean 𝑋 ̅, iBahl iand iTuteja i(1991) isuggested ithat ithe iexponential iratio-type 

iestimator given by  

   𝑌̂̅ iRe i= i𝑦̅ 𝑖exp (
𝑋̅−𝑥̅

𝑋̅+𝑥̅
)  i     (3. i2) 

be ifor ithe ipopulation imean iῩ. 

If ithe ipopulation imean 𝑖𝑋 ̅ iof ithe iauxiliary ivariable X iis inot iknown ibefore ithe istart iof ithe isurvey, then 

iit imay be necesary ito ido ithe isampling iin itwo-phase (or idouble isampling). iNotably, ithis istudy considered 

ionly Isimple Irandom isampling iwithout ireplacement ischeme i(SRSWOR). 

When ithe ipopulation imean i𝑋 ̅of ithe iauxiliary ivariable X iis iunknown, ia ifirst-phase isample iof isize 𝑛′ is 

idrawn ifrom ithe ipopulation ion iwhich ionly ithe iauxiliary ivariable i𝑋 𝑖is iobserved. iThen ia isecond phase 

isample iof isize in iis idrawn ion iwhich iboth istudy ivariable Y and iauxiliary ivariable 𝑋 are observed. Let i i𝑦̅ 

i= i∑ 𝑦𝑖/𝑛 𝑖𝑛
𝑖=1  iand i𝑥̅ = ∑ 𝑥𝑖/𝑛𝑛

𝑖=1  idenote ithe isample imeans iof ivariables iY iand X, irespectively, obtained 

ifrom ithe isecond isample iof isize in iand i𝑥̅ ˊ = ∑ 𝑥𝑖/
𝑛
𝑖=1 𝑛′ ithose iobtained ifrom ithe ifirst isample of isize 𝑖𝑛′. 

iThen ithe itwo iphase isampling iversion iof ithe iratio i𝑌̅𝑅𝑑 iestimator iof ipopulation imean i𝑌̅ will ibe igiven 

iby; 

    𝑌̅𝑅𝑑= i𝑦̅
𝑋̅′

𝑥̅
 i i      (3. i3) 

The iestimator 𝑌̅𝑅𝑑 iis idue ito iSukhatme (1962). iIn itwo-phase isampling, ithe istudy isuggested ithe following 

imodified iexponential iratio iestimator ifor 𝑖𝑌̅, ias; 

𝑌̂̅𝑅𝑒𝑀𝑑 i= i𝑦̅ 𝑖exp (
𝑥̅′−𝑥̅

𝑥̅′+𝑥̅
) i         i(3. i4) 

It was observed ithat i𝑦̅𝑅𝑑 𝑖and i𝑌̂̅𝑅𝑒𝑀𝑑 𝑖were biased iestimators, ibut ithe ibias ibeing iof ithe iorder i𝑛−1, ican be 
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 iassumed inegligible iin ilarge isamples. The ivariances iof ithese iestimators iwere iobtained iup ito ithe terms 

iof iorder i𝑒−1 (Singhi & Vishwakarma, i2007). i 

3.3 Modification of Exponential Ratio Estimator under Two Phase Sampling 

Adebola and Adegoke (2015), usedi the model assisted approach and proposed the ratio estimator under two 

phase sampling scheme as; 

𝑌̅𝑅𝑑
∗ = 𝑦̅

𝑥̅∗

𝑋̅
+ 𝛼(𝑋̅ − 𝑥̅∗)         (3. 5) 

Where 𝛼 represents a parameter that minimises the imean squarei error of thei estimator 𝑌̅𝑅𝑑
∗ . 

Thus, the proposed modified exponential estimator under two-phase sampling where there will be two 

components, the first part - the ratioi type estimatori as proposed by Sukhatme i(1962), and the second part - the 

regression type iestimator proposedi by Adebola and Adegoke (2015) is given by; 

𝑌̅𝑅𝑒𝑀𝑑
∗ = 𝑖exp (

𝑥̅′−𝑥̅

𝑥̅′+𝑥̅
) [𝛼1𝑦̅  

𝑥̅∗

𝑋̅
+ 𝛼2(𝑋̅ − 𝑥̅∗)]      (3. 6) 

3.4 Asymptotic property of the Modified Exponential Estimator 

The study determined the asymptotic biasedness andi mean isquared errori of the imodified exponential 

iestimator. 

3.5.1 Asymptotic Biasedness of the Modified Exponential Estimator 

Let the proposed estimator, in equation (3.6) be defined in such a way that, 𝛼1 = 1 and 𝛼2 = 0, then the imixture 

iestimator simplifies to a ratio-typei exponentiali estimator. Similarly, when 𝛼1 = 0 and 𝛼2 = 1, the mixture 

estimator simplifies to a iregression-type exponentiali estimator. Here, 𝛼1 and 𝛼2 represent reali parameters that 

need toi be determinedi such that the imean squarei error ofi the proposedi estimator 𝑌̅𝑅𝑒𝑀𝑑
∗  is minimised. 

𝑦̅ = 𝑌̅(1 + 𝑒0),  𝑥̅ = i𝑋̅(1 + 𝑒1),    and  𝑥̅′i = 𝑥̅(1i + 𝑒′
1)   (3. 7) 

Where; 

𝐸(𝑒0) = 𝐸(𝑒1) = 𝐸(𝑒′
1) = 0 

𝐸(𝑒0
2) = ℓ𝐶𝑦

2, 𝐸(𝑒1
2) = ℓ𝐶𝑥

2, 𝐸(𝑒′
1

2) = ℓ′𝐶𝑥
2 

𝐸(𝑒0𝑒1) = ℓ𝜌𝐶𝑦𝐶𝑥, 𝐸(𝑒0𝑒′1) = ℓ′𝜌𝐶𝑦𝐶𝑥, 𝐸(𝑒1𝑒′1) = ℓ′𝐶𝑥
2 

Rewriting equation (3.6) in terms of 𝑒𝑖(𝑖 = 0,1); 

𝑌̅𝑅𝑒𝑀𝑑
∗ = 𝛼1𝑌̂(1 + 𝑒0)(1 + 𝑒1)−1(1 + i𝑒′

1) + 𝛼2[𝑋̅(1i + 𝑒′
1) − i𝑋̂(1 + 𝑒1)]exp (

𝛼𝑥𝑋̅(1+𝑒′
1)−𝛼𝑥𝑋̂(1+𝑒1)

𝛼𝑥𝑋̂(1+𝑒′
1)+𝛼𝑥𝑋̅(1+𝑒1)+2𝑏𝑥

)  

(3. 8) 

By utilising the first-order Taylor series expansion of (1 + 𝑒1)−1, factorising the iexponential component and 

iexpanding thei first termi to thei first-orderi approximation, and subsequently multiplyingi and disregarding 

termsi of ei’s greateri thani two, gives: 
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𝑌̅𝑅𝑒𝑀𝑑
∗ = [𝛼1𝑌̂(1 + 𝑒0) − 𝑒1 + 𝑒′

1 + 𝑒1
2 − 𝑒0𝑒1 + 𝑒0𝑒′

1 − 𝑒1𝑒′
1) + 𝛼2𝑋̂(𝑒′

1 − 𝑒1)]exp (
𝜃(𝑒′

1−𝑒1)

2(1+
𝜃(𝑒′

1+𝑒1)

2
)
) (3. 9) 

Where; 

𝜃 =
𝛼𝑥𝑋̂

𝛼𝑥𝑋̂+𝑏𝑥
  

Factoring out thei commoni terms in thei exponentiali part in equation 3.9;  

𝑌̅𝑅𝑒𝑀𝑑
∗ = [𝛼1𝑌̂(1 + 𝑒0 − 𝑒1 + 𝑒′

1 + 𝑒1
2 − i𝑒0𝑒1 + i𝑒0𝑒′

1 − 𝑒1𝑒′
1) + 𝛼2𝑋̂(𝑒′

1i − 𝑒1)]exp (
𝜃(𝑒′

1−𝑒1)

2
[1 +

𝜃(𝑒′
1+𝑒1)

2
]

−1

) (3. 10) 

Expanding the first and second (exponential) part, and disregarding terms of ei’s greater than two;  

[𝛼1𝑌̂(1 + 𝑒0 − 𝑒1 + 𝑒′
1 + 𝑒1

2 − 𝑒0𝑒1i + 𝑒0𝑒′
1i − 𝑒1𝑒′

1) + 𝛼2𝑋̂(𝑒′
1i − 𝑒1)]

= (𝛼1𝑌̅ − 𝑌̅ − (𝛼1𝑌̅ + 𝛼2𝑋̅)𝑒1 + 𝛼1𝑌̅𝑒1
2 + (𝛼1𝑌̅ + 𝛼2𝑋̅)𝑒′

1 − 𝛼1𝑌̅𝑒1𝑒′
1 + ⋯ )(… 𝛼1𝑌̅𝑒0

− 𝛼1𝑌̅𝑒0𝑒1 + 𝛼1𝑌̅𝑒0𝑒′
1) 

exp (
𝜃(𝑒′

1 − 𝑒1)

2
[1 +

𝜃(𝑒′
1 + 𝑒1)

2
]

−1

) = (1 + (
𝜃

2
) 𝑒′

1 −
𝜃𝑒1

2
−

𝜃2𝑒′
1
2

8
+ ⋯ ) (…

3𝜃2𝑒1
2

8
−

𝜃2𝑒1𝑒′
1

4
) 

From equation 3.10; 

𝑌̅𝑅𝑒𝑀𝑑
∗ ≈ (𝛼1𝑌̅ − 𝑌̅ − (𝛼1𝑌̅ + 𝛼2𝑋̅)𝑒1 + 𝛼1𝑌̅𝑒1

2 + (𝛼1𝑌̅ + 𝛼2𝑋̅)𝑒′
1 − 𝛼1𝑌̅𝑒1𝑒′

1 + ⋯ )(… 𝛼1𝑌̅𝑒0 − 𝛼1𝑌̅𝑒0𝑒1 +

𝛼1𝑌̅𝑒0𝑒′
1) (1 + (

𝜃

2
) 𝑒′

1 −
𝜃𝑒1

2
−

𝜃2𝑒′
1
2

8
+ ⋯ ) (…

3𝜃2𝑒1
2

8
−

𝜃2𝑒1𝑒′
1

4
)           (3. 11) 

Expanding and factoring out the common terms; 

𝑌̅𝑅𝑒𝑀𝑑
∗ − 𝑌̅ ≈ 𝑌̅(𝛼1 − 1) −  𝑒1𝑌̅𝑒0 + 𝛼′

1(𝛼1𝑌̅
𝜃

2
+ (𝛼1𝑌̅ + 𝛼2𝑋̅) − 𝑒1 (𝛼1𝑌̅

𝜃

2
+ (𝛼1𝑌̅ + 𝛼2𝑋̅)) + 𝑒′

1
2 (

𝜃

2
(𝛼1𝑌̅ +

𝛼2𝑋̅) − 𝑌̅𝛼1
𝜃2

8
) + 𝑒1

2 (3𝑌̅
𝜃2

8
+

𝜃

2
(𝛼1𝑌̅ + 𝛼2𝑋̅) + 𝛼1𝑌̅) − 𝑒1𝑒′

1 (𝑌̅𝛼1
𝜃2

4
+ (𝛼1𝑌̅ + 𝛼2𝑋̅)𝜃 + 𝛼1𝑌̅) +

𝑒0𝑒′
1 (𝛼1𝑌̅

𝜃

2
+ 𝛼1𝑌̅) − 𝑒0𝑒1(𝛼1𝑌̅

𝜃

2
+ 𝛼1𝑌̅)         

 (3. 12) 

The Bias, from equation (3.12), of the proposed estimator is given by; 

𝐵𝑖𝑎𝑠 (𝑌̅𝑅𝑒𝑀𝑑
∗ ) = 𝑌̅(𝛼1 − 1) + (𝜆 − 𝜆′)𝐶𝑥

2 (
3𝜃2

8
𝑌̅ +

𝜃

2
(𝛼1𝑌̅ + 𝛼2𝑋̅) + 𝛼1𝑌̅) + (𝜆 − 𝜆′)(𝑌̅𝛼1

𝜃

2
+ 𝛼1𝑌̅)𝜌𝐶𝑦𝐶𝑥 

 (3. 13) 

𝜆 and 𝜆′ are constants for the population and sample units. 𝐶𝑦 is the icoefficient iof variationi for 𝑦 (𝐶𝑦 =
𝑆𝑦

𝑌̅
) and 

𝐶𝑥 is the coefficienti ofi variation for auxiliary variable 𝑥 (𝐶𝑥 =
𝑆𝑥

𝑋̅
). 𝜌 is the correlationi coefficient ibetween 

auxiliary ivariable 𝑥  and 𝑦 (𝜌𝑦𝑥 =
𝑆𝑦𝑥

(𝑆𝑦𝑆𝑥)
). 𝑆𝑦𝑥  is the covariancei betweeni the istudy and iauxiliary ivariables. 

Further, the MSE of the proposed estimator, from equation 3.12, becomes; 
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𝑀𝑆𝐸(𝑌̅𝑅𝑒𝑀𝑑
∗ ) = 𝑌̅2 + 𝛼1

2𝑀1 − 𝛼1𝑀2 + 𝛼2
2𝑀3 − 𝛼2𝑀4 + 2𝛼1𝛼2𝑀5    (3. 14) 

  

 

 

 

3.5.2 The Asymptotic Mean squared of the Modified Exponential Estimator 

Asymptotic Mean Squared Error of the Modified Exponential Estimator represents the estimator's expected 

squared values in the limit of a large sample size which is finite. Differentiation partially with irespect to 𝛼1  and 

𝛼2 and iequating to 0, the ioptimum values for 𝛼1 and 𝛼2becomes;  

𝛼1 =
𝑀2𝑀3 − 𝑀4𝑀5

2(𝑀1𝑀3 − 𝑀5
2)

 

and  

𝛼2 =
𝑀1𝑀4 − 𝑀2𝑀5

2(𝑀1𝑀3 − 𝑀5)
 

Replacing the optimal values of 𝛼1 and 𝛼2 into equation (14), the minimum MSE of the proposed estimator 

becomes; 

𝑀𝑆𝐸 (𝑌̅𝑅𝑒𝑀𝑑
∗ 2

)
𝑚𝑖𝑛

= (
𝑀2

2𝑀3+𝑀1𝑀4
2−2𝑀2𝑀4𝑀5

4(𝑀1𝑀3−𝑀5
2)

) 

DISCUSSION OF SIMULATION RESULTS 

4.1 Introduction 

In this chapter, simulation study was conducted to investigate the performance of the modified ratio exponentiali 

estimator ini two-phasei sampling. The resultsi were compared with estimators developed by Shabbir & Gupta, 

(2007) and Singh & Solanki, (2013).  

4.2 Simulation Study 

Let Y be a sample of n=1000, and X be a sample of n'=1000. The study simulated three different population as 

shown in . 

 

Table 4. 1, Table 4. 2, and Table 4. 3. Model 1 conforms to a normal distribution, model 2 adhered to a mixed 

beta-normal distribution, and model 3 adhered to a mixed gamma-normal distribution. The model parameters 

resembled a linear, exponential, and quadratic models.  

In the first simulation, let the population be drawn from three different models, as defined in . 
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Table 4. 1. 

 

Table 4. 1 Model Simulation for Population 1 

Population Study Variable (Y) Auxiliary Variable (X) 

1 First Model: 𝑌 = 𝑎𝑋 + 𝜀 (Linear) 𝑋~𝑁𝑜𝑟𝑚𝑎𝑙(1.5, 1) 

2 Second Model: 𝑌 = 𝑎 + 𝜋𝑋 + 𝜀 (Exponential) 𝑋~𝐵𝑒𝑡𝑎(2, 2) 

3 Third Model: 𝑌 = 𝑎𝑋2 + 𝑋 + 𝜀 (Quadratic) 𝑋~𝐺𝑎𝑚𝑚𝑎(7.5, 1) 

Source: Researcher (2024). 

 

Table 4. 1 above displays the simulation parameters and the adopted models. Within each model, the parameters 

were simulated utilising linear, exponential, and quadratic models as presented in Table 4. 4. 

Again, in the second simulation, let the population be drawn from three different models, as defined in Table 4. 

2. 

Table 4. 2 Model Simulation for Population 2 

Population Study Variable (Y) Auxiliary Variable (X) 

1 First Model: 𝑌 = 𝑎𝑋 + 𝜀 (Linear) 𝑋~𝑁𝑜𝑟𝑚𝑎𝑙(2.3, 1.2) 

2 Second Model: 𝑌 = 𝑎 + 𝜋𝑋 + 𝜀 (Exponential) 𝑋~𝐵𝑒𝑡𝑎(1.5, 1) 

3 Third Model: 𝑌 = 𝑎𝑋2 + 𝑋 + 𝜀 (Quadratic) 𝑋~𝐺𝑎𝑚𝑚𝑎(6.3, 2) 

Source: Researcher (2024) 

Table 4. 2 above displayed the simulation parameters and the adopted models. Within each model, the parameters 

were simulated utilising linear, exponential, and quadratic models as presented in Table 4. 5. 

In the third simulation, let the population be drawn from three different models, as defined in Table 4. 3. 

Table 4. 3 Model Simulation for Population 3 

Population Study Variable (Y) Auxiliary Variable (X) 

1 First Model: 𝑌 = 𝑎𝑋 + 𝜀 (Linear) 𝑋~𝑁𝑜𝑟𝑚𝑎𝑙(4.5, 2.2) 

2 Second Model: 𝑌 = 𝑎 + 𝜋𝑋 + 𝜀 (Exponential) 𝑋~𝐵𝑒𝑡𝑎(3.3, 3) 

3 Third Model: 𝑌 = 𝑎𝑋2 + 𝑋 + 𝜀 (Quadratic) 𝑋~𝐺𝑎𝑚𝑚𝑎(4.4,1) 

Source: Researcher (2024) 

Table 4. 3 above displayed the simulation parameters and the adopted models. Within each model, the parameters 

were simulated utilising linear, exponential, and quadratic models as presented in Table 4. 6. 
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The proposed modified exponential estimator under two-phase sampling where there are two components, the 

first part drawn from iSukhatme (1962), and the second part drawn from Adebola and Adegoke (2015), was given 

as: 

𝑌̅𝑅𝑒𝑀𝑑
∗ = 𝑖exp (

𝑥̅′−𝑥̅

𝑥̅′+𝑥̅
) [𝛼1𝑦̅  

𝑥̅∗

𝑋̅
+ 𝛼2(𝑋̅ − 𝑥̅∗)]  

Shabbir and Gupta (2007) estimator: 

𝑦̂̅ = [𝑌̅(1 + 𝛿0) − 𝑋̅𝛿1](1 +
𝛿1

𝑁 + 1
) 

Where;  

𝛿0 =
𝑦̅ − 𝑌̅

𝑌̅
,                                    𝛿1 =

𝑥̅ − 𝑋̅

𝑋̅
      

Singh and Solanki (2013) estimator 

𝑦̂̅ = 𝑦̅ + 𝛽̂(𝑋̅ − 𝑥̅) 

Where; 

𝛽̂ =
𝑠𝑦𝑥

𝑠𝑥
2

 

Bias (H)=
1

100
∑ (𝑌̂̅100

𝑖=1 − 𝑌̅), MSE (H)= 
1

100
∑ (𝑌̂̅−𝑌̅)2100

𝑖=1 , and 𝑅𝐸𝐻 = 
𝑀𝑆𝐸(𝑌̅)

𝑀𝑆𝐸(𝐻)
, where H represents the respective 

estimators’ mean, and RE represents Relative efficiency of the estimator. 

4.3 Simulation results 

Within each model, the estimators were simulated utilising linear, exponential, and quadratic models and 

presented in Table 4. 4, Table 4. 5, and Table 4. 6.  

Table 4. 4 Model Parameters from Population 1 

Estimators Means Bias MSE RE 

Model 1: 𝑌 = 𝑎𝑋 + 𝜀  

Sample Mean (𝑦̅) 1.5 0.01429 0.14871 100 

Shabbir and Gupta (2007) 1.4613 0.01147 0.14378 103.43 

Singh and Solanki (2013) 1.0828 0.01246 0.14474 102.74 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 1.4943 -0.08469 0.13702 108.53 

Model 2: 𝑌 = 𝑎 + 𝜋𝑋 + 𝜀  

Sample Mean (𝑦̅) 0.5 0.00042 0.0708 100 

Shabbir and Gupta (2007) 1.9422 0.04389 0.26051 27.18 

Singh and Solanki (2013) 0.5845 0.01905 0.11643 60.81 
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The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 0.5391 0.08511 0.08283 85.48 

Model 3: 𝑌 = 𝑎𝑋2 + 𝑋 + 𝜀  

Sample Mean (𝑦̅) 7.5 0.15288 21.83404 100 

Shabbir and Gupta (2007) 7.9836 -0.48764 18.0436 121.01 

Singh and Solanki (2013) 7.6418 0.08125 16.43158 132.88 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 7.5517 0.02124 12.70415 171.87 

Source: Researcher (2024) 

From Table 4. 4 above, each modeli (Modeli 1, Modeli 2, andi Model 3), the tablei presents results for three 

different estimators: Sample Mean, Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimator, and 

the proposed estimator (𝑌̅𝑅𝑒𝑀𝑑
∗ ). Under each model, Bias column quantifies the bias of each estimator compared 

to the truei value iof the iparameter. The MSE column presents the mean squared error of each estimator, 

indicating its overall accuracy. The RE column shows the relativei efficiencyi of each estimatori compared toi the 

sample mean, withi a higher value indicating greater efficiency. 

In model 1 whose auxiliary variable was drawn from a Gaussian distribution, thei biasi and MSE ofi the iproposed 

iestimator (Bias=-0.08469; MSE=0.13702) was lower than the bias for Sample Mean, Shabbir and Gupta (2007), 

Singh and Solanki (2013) estimators (Bias=0.01429, 0.01147, and 0.01246; MSE=0.14871, 0.14378, and 

0.14474). The proposed estimator had a higher relative efficiency (RE=108.53%), as compared to Sample Mean, 

Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimators whose relative efficiencies were 100%, 

103.43%, and 102.74% respectively.  In model 2 whose auxiliary variable was drawn from a Beta distribution, 

the bias of the proposed estimator (Bias=-0.08511 was greater than the bias for Sample Mean, Shabbir and Gupta 

(2007) estimator, Singh and Solanki (2013) estimator (Bias=0.00042, 0.04389, and 0.01905), while the MSE of 

the proposed estimator (MSE=0.08283) was lower than Shabbir and Gupta (2007), and Singh and Solanki (2013) 

estimators (MSE= 0.26051, and 0.11643). In addition, the proposed estimator had a higher relative efficiency 

(RE=85.48%), as compared to Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimators whose 

relative efficiencies were 27.18%, and 60.81% respectively.  Nevertheless, the sample mean had the least Bias 

(0.00042) and MSE (0.0708), and a higher relative efficiency (100%). 

In model 3 whose auxiliary variable was drawn from a Gamma distribution, thei bias iand MSEi of thei proposedi 

estimator (Bias=-0.02124; MSE=12.70415) was lower than the bias for Sample Mean, Shabbir and Gupta (2007), 

Singh and Solanki (2013) estimators (Bias=0.15288, -0.48764, and 0.08125; MSE=21.83404, 18.0436, and 

16.43158). The proposed estimator had a higher relative efficiency (RE=171.87%), as compared to Sample Mean, 

Shabbir and Gupta (2007), Singh and Solanki (2013) estimators whose relative efficiencies were 100%, 121.01%, 

and 132.88% respectively.   

From the second simulation described in Table 4. 2, Table 4. 5 presents the model estimates that were obtained. 

Table 4. 5 Model Parameters from Population 2 

Estimatorsi Means Biasi iMSE RE 

Modeli 1: i 𝑌 = 𝑎𝑋 + 𝜀  

Samplei Meani (𝑦̅) 2.3 -0.01049 0.15373 100 

Shabbir and Gupta (2007) 2.3309 -0.07539 0.15009 102.43 

Singh and Solanki (2013) 2.3286 -0.01023 0.14871 103.38 
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The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 2.3289 -0.00913 0.14779 104.02 

Model 2: 𝑌 = 𝑎 + 𝜋𝑋 + 𝜀  

Sample Mean (𝑦̅) 0.6 0.00115 0.00947 100 

Shabbir and Gupta (2007) 0.6062 -0.00087 0.01076 88.01 

Singh and Solanki (2013) 0.5723 -0.00292 0.00939 100.85 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 0.5912 -9e-05 0.00918 103.16 

Model 3: 𝑌 = 𝑎𝑋2 + 𝑋 + 𝜀  

Sample Mean (𝑦̅) 12.6 0.01983 1.03203 100 

Shabbir and Gupta (2007) 12.7113 -0.09538 0.88082 117.17 

Singh and Solanki (2013) 12.6974 0.0104 0.79857 129.23 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 12.5854 0.00378 0.64547 159.89 

Source: Researcher (2024) 

From Table 4. 5 above, model 1 whose auxiliary variable was drawn from a Gaussian distribution, thei biasi and 

iMSE ofi the iproposed iestimator (Bias=-0.00913; MSE=0.14779) was lower than the bias for Sample Mean, 

Shabbir and Gupta (2007), Singh and Solanki (2013) estimators (Bias=-0.01049, -0.07539, and -0.01023; 

MSE=0.15373, 0.15009, and 0.14871). The proposed estimator had a higher relative efficiency (RE=104.02%), 

as icompared to iSample iMean, Shabbir and Gupta (2007) estimator, Singhi and Solanki (2013) estimators whose 

relative efficiencies were 100%, 102.43%, and 103.38% respectively.   

Further, in model 2 whose auxiliary variable was drawn from a Beta distribution, thei bias and MSEi of the 

proposed iestimator (Bias=-9e-05; MSE=0.00918) was lower than the bias for Sample Mean, Shabbir and Gupta 

(2007), Singh and Solanki (2013) estimators (Bias=0.00115, -0.00087, and -0.00292; MSE=0.00947, 0.01076, 

and 0.00939). The proposed estimator had a higher relative efficiency (RE=103.16%), as compared to Sample 

Mean, Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimators whose relative efficiencies were 

100%, 88.01%, and 100.85% respectively.   

Likewise, in model 3 whose auxiliary variable was drawn from a Gamma distribution, the bias iand MSEi of the 

iproposed iestimator (Bias=0.00378; MSE=0.64547) was lower than the bias for Sample Mean, Shabbir and 

Gupta (2007), Singh and Solanki (2013) estimators (Bias=0.01983, -0.09538, 0.0104; MSE=1.03203, 0.88082, 

and 0.79857). The proposed estimator also had a higher relative efficiency (RE=159.89%), as comparedi to 

Sample iMean, Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimators whose relative 

efficiencies were 100%, 117.17%, and 129.23% respectively.   

From the third simulation described in Table 4. 3, Table 4. 6 presents the model parameters that were obtained. 

Table 4. 6 Model Parameters from Population 3 

Estimators Means Bias MSE RE 

Model 1: 𝑌 = 𝑎𝑋 + 𝜀  

Sample Mean (𝑦̅) 4.5 0.00387 0.19128 100 

Shabbir and Gupta (2007) 4.8531 -0.04291 0.18423 103.83 
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Singh and Solanki (2013) 4.4606 0.004 0.17241 110.94 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 4.4987 0.00559 0.16705 114.5 

Model 2: 𝑌 = 𝑎 + 𝜋𝑋 + 𝜀  

Sample Mean (𝑦̅) 0.524 -0.00518 0.00847 100 

Shabbir and Gupta (2007) 0.4732 -0.00434 0.00947 89.44 

Singh and Solanki (2013) 0.5147 -0.00727 0.00839 100.95 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 0.5167 -0.00492 0.00829 102.17 

Model 3: 𝑌 = 𝑎𝑋2 + 𝑋 + 𝜀  

Sample Mean (𝑦̅) 4.4 0.1387 7.98266 100 

Shabbir and Gupta (2007) 4.2755 -0.34045 6.73 118.61 

Singh and Solanki (2013) 4.3381 0.08788 6.16047 129.58 

The proposed (𝑌̅𝑅𝑒𝑀𝑑
∗ ) estimator 4.3642 0.04629 4.89781 162.98 

Source: Researcher (2024) 

From Table 4. 6 above, model 1 whose auxiliary variable was drawn from a Gaussian distribution, the bias of the 

proposed estimator (Bias=-0.00559) was lower than the bias for Shabbir and Gupta (2007) (Bias=-0.04291), but 

hugher than those for sample mean, Singh and Solanki (2013) estimators (Bias=-0.00387, and 0.004). The 

proposed estimator a lower MSE value (MSE=0.16705), compared to Sample Mean, Shabbir and Gupta (2007) 

estimator, Singh and Solanki (2013) estimators (MSE=0.19128, 0.18423, and 0.17241). Further, the proposed 

estimator had a higher relative efficiency (RE=114.5%), as icompared to iSample Mean, Shabbir and Gupta 

(2007) estimator, Singhi and Solanki (2013) estimators whose relative efficiencies were 100%, 103.83%, and 

110.94% respectively.   

In addition, in model 2 whose auxiliary variable was drawn from a Beta distribution, the biasi andi MSE iof thei 

proposedi estimator (Bias=-0.00412; MSE=0.00829) was lower than the bias for Sample Mean, Shabbir and 

Gupta (2007), Singh and Solanki (2013) estimators (Bias=-0.00518, -0.00434, and -0.00727; MSE=0.00847, 

0.00947, and 0.00839). The proposed estimator had a higher relative efficiency (RE=102.17%), as icompared ito 

Samplei Mean, Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimators whose relative 

efficiencies were 100%, 89.44%, and 100.95% respectively.   

Furthermore, in model 3 whose auxiliary variable was drawn from a Gamma distribution, the biasi and MSEi of 

thei proposedi estimatori (Bias=0.04629; MSE=4.89781) was lower than the bias for Sample Mean, Shabbir and 

Gupta (2007), Singh and Solanki (2013) estimators (Bias=0.1387, -0.34045, and 0.08788; MSE=7.98266, 6.73, 

and 6.16047). The proposed estimator also had a higher relative efficiency (RE=162.98%), as icompared ito 

Samplei Mean, Shabbir and Gupta (2007) estimator, Singh and Solanki (2013) estimators whose relative 

efficiencies were 100%, 118.61%, and 129.58% respectively.  

4.5 Chapter Summary 

In this chapter, the simulation study aimed at assessing the performance of the modified exponential ratio 

estimator using two-phasei sampling. The focus was on the relative iefficiency of this estimator compared to 

Shabbiri and Gupta (2007) andi Singh andi Solanki (2013) estimators. The study observed that the proposed 

modified exponential ratio estimator consistently had a higher relative efficiency compared to both Shabbiri and 

Guptai (2007) estimator and Singhi and Solanki (2013) estimator.  
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SUMMARY, CONCLUSION, AND AREAS FOR FURTHER RESEARCH   

5.1 Introduction 

This chapter presents conclusions and areas for further research.  

5.2 Conclusion 

In this study, a modified exponential ratio estimator for finitei population meani underi two-phasei sampling was 

derived. The efficiency of thei proposed modified exponential ratio estimatori for estimatingi the population 

meani under a two-phasei samplingi design was investigated. The estimator was compared to the Shabbiri and 

Gupta (2007) andi Singh and Solanki (2013) estimators. Through simulations and subsequent calculations, the 

study observed a substantial improvement in the efficiencyi of thei proposed iestimator, withi a relative efficiency 

of as high as 162.98% compared to Shabbir iand Gupta (2007), and Singh iand Solanki (2013). These findings 

suggest that the iproposed iestimator was more efficienti than both the Shabbir and Gupta (2007), and Singh and 

Solanki (2013). 

While slightly fluactuating across different models, the proposed estimator maintains a commendable level of 

precision. These findings underscore the potential practical advantages of the iproposed modified exponentiali 

ratio estimator over existing estimators, offering improved efficiency in estimatingi the populationi mean under 

a two-phase isampling design. 

These findings suggest the potential practical applicability and advantages of thei proposed modified exponentiali 

ratio estimatori for ipopulation imean estimation underi two-phase sampling. The results further reinforce the 

importance of considering alternative estimators that account for the unique characteristics of the sampling 

scheme. 

5.3 Area for Further Research 

This research assumed that the data had no missing values. However in practice sometimes missing values occur 

during sampling. Future study could consider estimationi of ifinite populationi meani under twoi phase samplingi 

using the exponential ratio estimator in the presence of missingi values. 
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LIST OF ABBREVIATIONS AND ACRONYMS 

S Sample proportion 

r Non sample proportion 

n Sample size 

p Population size 

i Sample element 

j Non sample element 

x Auxiliary variable 

  

y Study variable 

f Sampling fraction 

ei Error term 
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p population size 

MSE Mean Square Error 

SRSWOR Simple Random Sampling without Replacement Scheme 

 

 

APPENDICES 

Appendix I: Work Plan 

Activities May 2022–Aug 

2023 

September 2023 Oct 2023-Jan 

2024 

Feb 2024 

Developing draft proposal      

Correction of draft 

proposal 

    

Submission and 

presentation of proposal 

    

Developing the model and 

deriving the assymptotic 

properties of the estimator 

    

Carrying out simulation 

study 

    

Compilation of final 

project document 

   

Correction of draft final 

project document 

   

Presentation of final 

project 

    

Appendix II: Research Budget 

ITEM TOTAL (KSHS) 

Preparation iof iresearch iproposal. 

Printing iof idraft iproposals. 

Printing iof ifinal iproposal. 

Photocopying ifinal iproposal. 

Internet iservices 

 

2,500 

4,500 

4,500 

8,000 

Data collection: 

Collection of secondary data 

Researcher’s travelling expenses. 

 

30,000 

40,000 
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Preparation of the project. 

Photocopying iof iproject idefense. 

Final iproject iloose ibinding. 

Printing iof icorrected ifinal iproject. 

Final iproject ihard copy binding. i  

Proof ireading i& iediting 

Research asssistants stipends-for writing code for simulation  

 

8,000 

5,000 

5,000 

3,000 

10,000 

30,000 

Typing iand iprinting itools 

1 ilaptop 

Flash idisk i= i2@2000  

3 blank Compact Disks 

 

60,000 

4000 

150 

MISCELLANEOUS 25,000 

TOTAL 239,650 

Appendix III: Simulation Codes  
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