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INTRODUCTION 

Total Quality Management (TQM) represents a well-recognized management philosophy that underscores the 

importance of continuous improvement, customer satisfaction, and the pursuit of organizational excellence 

across diverse industries (Garcia & Patel, 2020).  In recent years, there has been a notable trend among higher 

education institutions to adopt Total Quality Management principles with the aim of improving academic quality, 

administrative efficiency, and stakeholder engagement (Lopez & Kumar, 2021).  Concurrently, swift progress in 

Artificial Intelligence (AI) has commenced the transformation of organizational processes, encompassing quality 

management systems. Artificial intelligence technologies empower organizations to conduct analyses of 

extensive datasets, automate repetitive tasks, and facilitate data-driven decision-making, thereby presenting 

considerable opportunities for enhancing Total Quality Management practices (Smith & Lee, 2021; Zhang et al., 

2022).  In the world of higher education, the applications of artificial intelligence are varied, encompassing the 

prediction of student performance, the personalization of learning experiences, the optimization of administrative 

workflows, and the monitoring of quality assurance (Nguyen et al., 2023).  Nevertheless, in conjunction with 

these opportunities, there exist challenges, including ethical considerations, substantial implementation costs, 

technological complexity, and resistance from personnel who are unprepared for change (Kumar & Reddy, 2023; 

Patel & Garcia, 2022). 

Although there is an increasing interest in the integration of artificial intelligence within Total Quality 

Management, empirical research specifically evaluating the impact of AI integration on the implementation of 

TQM in higher education institutions remains limited. Numerous studies conducted to date primarily concentrate 

on artificial intelligence in education or total quality management independently, failing to investigate their 

intersection or the synergistic effects on institutional quality outcomes (Ahmed & Salim, 2021).  The absence of 

comprehensive data creates uncertainty for educational leaders and quality managers regarding the practical 

advantages and challenges associated with the adoption of AI-driven Total Quality Management frameworks. 

This situation may lead to ineffective resource allocation or the oversight of potential opportunities for 

enhancement. 

This research seeks to fill the existing gap by undertaking an empirical examination of the incorporation of 

artificial intelligence in Total Quality Management practices within the world of higher education.  The objective 

is to evaluate the perceived advantages and obstacles associated with AI-enhanced Total Quality Management 

(TQM) and to comprehend the implications of this integration on institutional quality performance.  This study 

aims to investigate several pivotal questions:  What advantages do higher education institutions recognize from 

the incorporation of artificial intelligence into total quality management?  What challenges are faced in the 

implementation of AI-driven Total Quality Management?  What is the impact of AI integration on overall quality 

outcomes? What factors contribute to the successful integration of artificial intelligence within these 

frameworks? 

Total Quality Management (TQM) has progressed from its foundational roots in manufacturing to establish itself 

as an essential framework for ongoing quality enhancement across various sectors, including education (Garcia 

& Patel, 2020).  At the same time, the adoption of artificial intelligence across various industries is rapidly 
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increasing, propelled by advancements in machine learning, natural language processing, and automation that 

improve organizational capabilities (Zhang et al., 2022; Nguyen et al., 2023).  The integration of artificial 

intelligence and Total Quality Management signifies a promising avenue; however, it presents challenges in the 

effective amalgamation of advanced technologies with established quality management principles, particularly 

within the intricate organizational context of higher education (Smith & Lee, 2021; Kumar & Reddy, 2023). 

Recent trends demonstrate a notable increase in the adoption of artificial intelligence in higher education, 

bolstered by initiatives focused on digital transformation and an increasing focus on decision-making informed 

by data (Patel & Garcia, 2022).  There is a growing trend among institutions to utilize AI tools for the purposes 

of predictive analytics, conducting automated quality audits, and improving student services (Lopez & Kumar, 

2021; Ahmed & Salim, 2021).  Nonetheless, obstacles including inadequate infrastructure, apprehensions 

regarding data privacy, and a lack of sufficiently skilled personnel persist in hindering the extensive adoption of 

these technologies (Kumar & Reddy, 2023; Nguyen et al., 2023).  Furthermore, it is essential to comprehend the 

methods by which artificial intelligence can be effectively incorporated into current Total Quality Management 

frameworks while maintaining the core principles of quality (Garcia & Patel, 2020). 

The significance and immediacy of this research are emphasized by recent data revealing that more than 70% of 

higher education institutions globally are currently investigating the use of AI applications to improve both 

academic and administrative functions (International Education Survey, 2023).  Concurrently, quality assurance 

agencies emphasize the essential role of integrating innovative technologies into Total Quality Management 

practices in order to align with the changing educational standards and expectations (Global Quality Education 

Report, 2022).  The convergence of these developments warrants an empirical investigation into AI-driven Total 

Quality Management (TQM) to enhance strategic planning and policymaking within the higher education sector. 

Consequently, this research aims to deliver a comprehensive, data-informed assessment of the advantages and 

obstacles linked to the incorporation of artificial intelligence in Total Quality Management within higher 

education institutions.  This initiative seeks to provide academic leaders, quality managers, and policymakers 

with evidence-based insights that will enable them to effectively navigate the adoption of artificial intelligence 

and leverage its potential to enhance institutional quality and performance. 

LITERATURE REVIEW 

This section presents a thorough and analytical examination of the literature and previous research relevant to 

the incorporation of Artificial Intelligence (AI) in Total Quality Management (TQM), specifically within the 

context of higher education institutions. The review is organized according to essential thematic variables that 

emerge from the title of the study: the incorporation of artificial intelligence into total quality management, the 

advantages and obstacles associated with this integration, the implementation of total quality management within 

higher education, and the wider context of artificial intelligence adoption in academic environments. This 

investigation provides both a theoretical and empirical basis that substantiates the need for this research while 

also highlighting the existing gaps that require attention. 

Integration of Artificial Intelligence in Total Quality Management. Total Quality Management (TQM) is 

widely acknowledged as a fundamental management philosophy that seeks to attain sustained organizational 

success by fostering continuous improvement and ensuring stakeholder satisfaction (Garcia & Patel, 2020). 

Historically dependent on human expertise, systematic processes, and quality metrics, Total Quality 

Management (TQM) has undergone significant evolution with the introduction of emerging technologies. 

Among these, Artificial Intelligence (AI) has been recognized as a transformative force capable of enhancing 

and redefining the implementation of Total Quality Management (TQM) (Smith & Lee, 2021). 

Artificial Intelligence (AI) encompasses a collection of sophisticated computational methodologies that 

empower machines to execute tasks traditionally necessitating human cognitive abilities, including learning, 

reasoning, and problem-solving (Russell & Norvig, 2020). Within the framework of Total Quality Management 

(TQM), applications of artificial intelligence encompass machine learning algorithms utilized for predictive 

maintenance, natural language processing employed for the analysis of customer feedback, and robotic process 

automation implemented for conducting routine quality audits (Zhang, Chen, & Wang, 2022). The incorporation 
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of artificial intelligence into Total Quality Management enables organizations to move beyond conventional 

reactive methods and embrace proactive, data-informed strategies that improve the accuracy and efficacy of 

quality management practices. 

Empirical research indicates that artificial intelligence enhances the capability for real-time monitoring of 

processes, allowing organizations to identify quality deviations swiftly and implement corrective actions prior 

to the escalation of issues (Kumar & Reddy, 2023). Moreover, analytics powered by artificial intelligence offer 

enhanced understanding of intricate datasets, uncovering patterns and underlying causes that may otherwise be 

hidden (Lopez & Kumar, 2021). The ability to navigate such complexity is especially significant in contexts 

marked by high levels of intricacy and variability, such as higher education institutions, were numerous 

interrelated processes impact quality outcomes. 

Nevertheless, the incorporation of artificial intelligence into total quality management frameworks presents 

certain challenges. The integration of technology necessitates considerable investments in information 

technology infrastructure, data management capabilities, and a workforce proficient in artificial intelligence 

applications (Smith & Lee, 2021). Furthermore, it is essential to establish alignment between AI tools and the 

prevailing quality culture to facilitate acceptance and promote effective utilization. The dimension of change 

management is of paramount importance, as resistance to new technologies frequently arises from concerns 

regarding job displacement and doubts about the reliability and transparency of artificial intelligence (Ahmed & 

Salim, 2021). 

Therefore, the effective integration of artificial intelligence within Total Quality Management necessitates a 

comprehensive strategy that merges technological advancements with organizational preparedness, ongoing 

training, and well-defined governance policies (Nguyen, Tran, & Pham, 2023). This integration is poised to 

revolutionize conventional quality management frameworks, evolving them into agile and intelligent systems 

that can effectively address the challenges posed by increasingly complex operational environments. 

Benefits of Artificial Intelligence in Total Quality Management. The integration of Artificial Intelligence into 

Total Quality Management systems offers various advantages that greatly improve organizational performance. 

The enhanced accuracy and consistency in quality assessments represent one of the key benefits. In contrast to 

human evaluators, AI systems function without experiencing fatigue or bias, which allows for a more dependable 

identification of defects and deviations in products or processes (Ahmed & Salim, 2021). The importance of 

objectivity cannot be overstated, particularly in fields like higher education, where quality standards are complex 

and require input from a variety of stakeholders. 

Furthermore, artificial intelligence contributes to improved operational efficiency by automating repetitive and 

time-intensive tasks that have typically been carried out by quality managers. Robotic Process Automation (RPA) 

can perform routine quality checks and data collection, thereby allowing human resources to concentrate on 

strategic initiatives for quality improvement (Lopez & Kumar, 2021). This transition not only lowers operational 

expenses but also enhances the speed of quality cycles, enabling organizations to react more promptly to new 

challenges. 

The implementation of predictive analytics, driven by artificial intelligence, constitutes a noteworthy advantage. 

Through the examination of both historical and real-time data, artificial intelligence algorithms are capable of 

predicting potential quality issues and maintenance requirements prior to the occurrence of failures (Patel & 

Garcia, 2022). This proactive approach significantly alters the landscape of quality management by transitioning 

the emphasis from reactive problem-solving to anticipatory measures. This shift not only reduces downtime but 

also improves customer satisfaction. 

Within the realm of higher education, these advantages reach far beyond mere administrative efficiency. The use 

of AI facilitates the customization of learning experiences through the analysis of student performance data, 

allowing for the recommendation of personalized interventions. This approach is consistent with the principle of 

customer (student) focus inherent in Total Quality Management (Nguyen et al., 2023). Additionally, AI tools 

assist in accreditation processes by generating thorough, data-informed reports that illustrate adherence to quality 

standards (Zhang et al., 2022). 
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The integration of AI significantly improves transparency and accountability in the decision-making process. 

Automated audit trails and real-time dashboards allow stakeholders to consistently monitor quality metrics, 

fostering a culture of transparency and ongoing enhancement (Garcia & Patel, 2020). These capabilities 

correspond with contemporary standards for governance and regulatory compliance within the realm of higher 

education. 

Although these advantages are thoroughly documented, it is crucial to recognize that achieving the full potential 

of AI relies on the development of effective implementation strategies that take into account contextual and 

organizational factors. 

Challenges of Artificial Intelligence Integration in Total Quality Management. While there are significant 

benefits, the incorporation of Artificial Intelligence into Total Quality Management systems also brings forth 

various challenges that may hinder effective adoption and use. A significant challenge lies in the substantial 

upfront investment required for AI technologies, which includes expenses related to software procurement, 

hardware infrastructure, and continuous maintenance (Kumar & Reddy, 2023). Higher education institutions 

frequently face strict budget limitations, making these financial demands considerable obstacles. 

The intricacies of technical complexity pose a significant challenge. Implementing AI necessitates a smooth 

incorporation with current information systems, strong data governance structures, and enhanced cybersecurity 

protocols to safeguard sensitive institutional data (Smith & Lee, 2021). Concerns regarding data privacy are 

especially prominent in higher education, given the management of personal information belonging to students 

and faculty. The deployment of AI is further complicated by ethical considerations related to data use, 

algorithmic bias, and transparency (Patel & Garcia, 2022). 

Human factors represent significant barriers as well. Faculty and administrative staff often resist change due to 

concerns that AI may take over human roles or undermine their academic independence (Ahmed & Salim, 2021). 

Furthermore, inadequate digital literacy and a lack of familiarity with AI tools hinder effective adoption and use. 

Nguyen, Tran, and Pham (2023) emphasize that initiatives aimed at building capacity, such as training and 

workshops, play a crucial role in addressing these challenges related to human factors. 

The culture within an organization significantly influences the success of AI integration. Organizations with 

strict hierarchies and isolated departments often face challenges in executing cross-functional AI-TQM 

initiatives, which depend on collaboration and the sharing of information (Garcia & Patel, 2020). Strategies for 

change management should prioritize the development of an innovative culture that appreciates ongoing learning 

and welcomes technological progress. 

Ultimately, the intricate nature of academic quality assurance processes, which engage various stakeholders with 

differing expectations and criteria, presents distinct challenges for the integration of AI (Global Quality 

Education Report, 2022). In contrast to manufacturing or service sectors, where quality metrics can typically be 

quantified and standardized, the management of quality in higher education necessitates more nuanced 

assessment frameworks that may not lend themselves easily to codification within AI algorithms. 

To tackle these challenges effectively, it is essential to adopt a comprehensive strategy that includes careful 

planning, investment in infrastructure, ethical governance, active stakeholder involvement, and continuous 

professional development. In the absence of comprehensive measures, the transformative potential of AI within 

Total Quality Management is limited. 

Total Quality Management in Higher Education. Total Quality Management (TQM) has become more 

prevalent in higher education as institutions seek to enhance teaching quality, research output, student services, 

and administrative efficiency in a competitive and accountability-focused landscape (Garcia & Patel, 2020). In 

contrast to conventional industrial settings, implementing TQM in academic institutions necessitates adjustments 

to fit the unique traits of the sector, such as decentralized governance, a variety of stakeholder groups, and the 

intangible aspects of educational services (Lopez & Kumar, 2021). 

TQM in higher education focuses on engaging all stakeholders, fostering ongoing improvement, and prioritizing 

a customer-oriented mindset. In this context, students, faculty, employers, and regulatory bodies play vital roles 

https://rsisinternational.org/journals/ijrias
https://rsisinternational.org/journals/ijrias
http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN APPLIED SCIENCE (IJRIAS) 

ISSN No. 2454-6194 | DOI: 10.51584/IJRIAS |Volume X Issue VI June 2025 

 

 

 

 

 

www.rsisinternational.org 
Page 310 

 
 

   
as both customers and contributors (Global Quality Education Report, 2022). Quality management frameworks 

bring together organized data collection, feedback systems, and performance metrics throughout both academic 

and administrative areas. 

Studies indicate that embracing TQM leads to improved institutional effectiveness by promoting a culture of 

quality awareness and accountability (Patel & Garcia, 2022). Quality improvement initiatives in areas like 

curriculum design, faculty development, and student support services have shown a connection to enhanced 

student satisfaction and better learning outcomes (Nguyen et al., 2023). 

Nonetheless, putting TQM into practice in higher education encounters obstacles like resistance to cultural shifts, 

the difficulty of aligning various academic fields with unified quality standards, and changing external pressures 

tied to accreditation and government regulations (Garcia & Patel, 2020). The ever-changing landscape of 

educational settings calls for TQM systems that can adjust and respond effectively, highlighting how AI 

technologies can play a crucial role in boosting agility and ensuring quality through data-driven approaches. 

Higher Education Institutions and AI Adoption. The global shift towards digital transformation in higher 

education has accelerated the exploration and application of Artificial Intelligence to advance institutional goals, 

including the improvement of quality, operational efficiency, and personalized learning (International Education 

Survey, 2023). The utilization of artificial intelligence in this sector includes predictive analytics designed to 

improve student retention, the automation of administrative tasks, and the deployment of intelligent tutoring 

systems customized to address the unique requirements of individual learners (Nguyen et al., 2023).  

The significance of artificial intelligence in the management of quality within higher education is particularly 

pronounced, especially considering the increasing demand for accountability, transparency, and evidence-based 

decision-making (Patel & Garcia, 2022). The utilization of artificial intelligence significantly improves the 

comprehensive analysis of data across diverse institutional functions, thus facilitating timely interventions and 

continuous quality evaluation. However, the successful implementation requires addressing infrastructure 

deficiencies, overcoming data management challenges, and resolving ethical concerns related to student privacy 

and consent (Kumar & Reddy, 2023).  

Research suggests that the effective incorporation of artificial intelligence is dependent on the readiness of the 

institution, the backing of leadership, and the presence of a clearly articulated strategic vision that aligns the 

application of technology with educational objectives (Smith & Lee, 2021). Moreover, it is imperative to promote 

digital literacy among faculty and staff to maximize the benefits of artificial intelligence and mitigate potential 

resistance (Ahmed & Salim, 2021). 

Contrasting Perspectives and Theoretical Gaps. While the integration of Artificial Intelligence (AI) into Total 

Quality Management (TQM) presents numerous opportunities, several scholars offer critical viewpoints that 

question the unchallenged optimism surrounding this technological shift. One key concern relates to the 

epistemological tension between AI’s data-centric models and the participatory, human-driven ethos of TQM in 

educational institutions. Whereas AI thrives on quantitative data, machine learning, and automation, TQM in 

higher education has traditionally emphasized collaborative decision-making, qualitative evaluations, and 

stakeholder engagement (Zhou et al., 2021). This divergence may lead to tensions in aligning 

AI tools with the core values of academic quality assurance. 

Moreover, some studies argue that AI could unintentionally reinforce systemic biases if not carefully calibrated, 

thus challenging the objectivity and fairness that TQM systems strive to uphold (Lepri et al., 2021). The 

theoretical foundations currently guiding AI integration in TQM—often rooted in technology acceptance 

models—lack frameworks that account for cultural, ethical, and institutional dimensions unique to higher 

education. For instance, while the Technology Acceptance Model (TAM) has been widely used, its limitations 

in capturing institutional norms and values diminish its explanatory power in academic environments (Venkatesh 

et al., 2021). 

There is a notable scarcity of studies that explore the intersectionality of AI, academic freedom, and decentralized 

decision-making, which are vital features of higher education governance. Thus, the current body of knowledge 
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lacks a holistic theoretical model that integrates technical efficiency with democratic values and ethical 

responsibilities. Addressing this gap is critical for advancing a balanced and context-sensitive approach to AI-

TQM integration in higher education institutions. 

Ethical and Privacy Issues in AI-TQM Adoption. The adoption of Artificial Intelligence (AI) in Total Quality 

Management (TQM) processes within higher education institutions also brings with it significant ethical and 

privacy challenges that critically influence stakeholder acceptance and institutional policy design. One of the 

most pressing issues is the growing concern over surveillance and data misuse. AI systems often require access 

to vast datasets—including student performance, staff behavior, and administrative metrics—which raises alarm 

regarding informed consent, transparency, and potential violations of privacy (Jobin, Ienca, & Vayena, 2020). 

These concerns are not merely technical but have social implications that affect the trust and willingness of 

stakeholders to embrace AI systems. 

Furthermore, the perceived opacity of AI decision-making processes has been shown to reduce acceptance, 

especially when decisions impact academic outcomes or institutional evaluations (Floridi & Cowls, 2021). This 

black-box problem becomes a barrier to institutionalizing AI tools, as faculty and administrators often require 

explainable and accountable systems to align with the principles of academic integrity and quality assurance. 

These ethical complexities directly influence policy responses. Institutions are now developing AI governance 

frameworks that emphasize responsible innovation, data stewardship, and ethical audits to ensure that AI systems 

comply with both national regulations and institutional missions (Morley et al., 2021). In the Philippine context, 

the Data Privacy Act of 2012 already sets the groundwork, but its interpretation and enforcement in AI-TQM 

systems remain a gray area requiring further research and institutional clarity. 

Therefore, ethical and privacy concerns are not peripheral but central to the discourse on AI integration in TQM. 

These factors must be addressed proactively through participatory policy-making, stakeholder training, and the 

implementation of transparent algorithms and audit systems. 

SYNTHESIS OF THE LITERATURE REVIEW 

The literature reviewed highlights the increasing importance of incorporating Artificial Intelligence (AI) into 

Total Quality Management (TQM) frameworks, especially within higher education institutions. This synthesis 

captures essential insights and highlights the main themes that underpin the foundation and reasoning of the 

current study. 

The integration of AI into TQM marks a significant change in quality management. Traditional TQM approaches, 

which rely heavily on human expertise and manual processes, are now being enhanced by AI's ability to handle 

vast amounts of data, conduct predictive analytics, and automate routine quality assurance tasks. Research 

consistently emphasizes how AI improves the accuracy, speed, and efficiency of quality management systems 

(Smith & Lee, 2021; Zhang et al., 2022). This technological synergy acts as a driving force for shifting quality 

management from a reactive approach to a proactive one, fostering continuous improvement in complex 

organizational environments. 

Additionally, the advantages of incorporating AI into Total Quality Management are diverse. The main benefits 

include better accuracy in quality assessments, increased operational efficiency, and support for data-driven 

decision-making (Ahmed & Salim, 2021; Lopez & Kumar, 2021). In higher education, these advantages include 

tailored learning experiences, efficient administrative operations, and strong support for accreditation processes 

(Nguyen et al., 2023; Patel & Garcia, 2022). These improvements are closely aligned with the core objectives of 

TQM — ongoing quality enhancement and stakeholder satisfaction — demonstrating the potential for AI to 

enhance educational quality management. 

Yet, this encouraging landscape comes with notable challenges. Financial constraints, technological complexity, 

data privacy issues, and ethical concerns are common challenges that hinder smooth AI adoption (Kumar & 

Reddy, 2023; Patel & Garcia, 2022). Additionally, human factors such as resistance to change and limited digital 

skills among academic staff pose significant challenges that necessitate thoughtful change management and 
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capacity building (Ahmed & Salim, 2021; Nguyen et al., 2023). The literature highlights the distinct complexity 

of quality assurance in higher education, noting that the varied and decentralized nature of institutions makes it 

challenging to standardize and automate quality processes (Global Quality Education Report, 2022). 

Additionally, embracing AI in higher education quality management requires a harmonious connection between 

technological advancements and the culture of the institution. Successful AI integration relies on strong 

leadership, a clear strategic vision, and cultivating a company culture that embraces innovation and ongoing 

learning (Smith & Lee, 2021; Patel & Garcia, 2022). This alignment is essential for addressing resistance, 

promoting ethical use, and enhancing the advantages of AI in the specific environment of academic institutions. 

While there is increasing empirical evidence highlighting the benefits and challenges of integrating AI with Total 

Quality Management, the existing literature shows a notable gap in systematic, context-specific studies that 

concentrate on higher education institutions. Most of the current research focuses on manufacturing or service 

industries, while the unique needs and challenges of the academic sector receive little attention. This gap 

underscores the need for targeted research to examine how AI can be effectively utilized to improve TQM in 

higher education, ensuring a balance between technological possibilities and institutional realities. 

Theoretical Framework 

The primary purpose of the study is to investigate how Artificial Intelligence (AI) can be integrated into Total 

Quality Management (TQM) systems, especially within higher education institutions. This exploration aims to 

evaluate both the advantages and challenges of this integration, as understood and experienced by institutional 

stakeholders. This study is built on a solid theoretical framework that combines both foundational and modern 

management, technological, and organizational theories. Together, these theories offer a strong perspective for 

examining the intricate relationships between AI technologies and quality management practices in academic 

institutions. 

As higher education institutions evolve to meet the challenges of the Fourth Industrial Revolution, technological 

innovations, especially AI, are transforming administrative roles, teaching methods, and quality assurance 

processes. However, we still don't fully grasp how well these innovations can be effectively integrated into 

institutional quality management frameworks. This research seeks to address this gap by anchoring its 

investigation in well-established theoretical perspectives that clarify both the structural and behavioral factors 

affecting the adoption and effectiveness of AI in TQM. 

Total Quality Management (TQM) Theory. This research is fundamentally based on Total Quality 

Management. TQM is a comprehensive management strategy grounded in the principles of continuous 

improvement, stakeholder satisfaction, and systemic thinking. It has gained widespread acceptance in both 

corporate and academic environments (Deming, 1986). In higher education, TQM focuses on aligning the goals 

of the institution with quality standards in teaching, learning, research, and administrative services. Garcia and 

Patel (2020) highlight that effective TQM in education results in better service delivery, greater student 

satisfaction, and heightened institutional accountability. 

AI technologies may successfully implement TQM principles by automating routine tasks, enhancing data 

analysis, and improving decision-making processes. AI-driven analytics can effectively track student 

performance, monitor faculty effectiveness, and streamline accreditation processes, fostering a culture of 

continuous improvement. The TQM theory offers a solid framework to assess if these AI applications truly 

enhance quality or simply take the place of traditional methods without adding real value. 

Technology Acceptance Model (TAM). This study explores the adoption of AI systems in colleges and 

universities through the lens of the Technology Acceptance Model (TAM) created by Davis in 1989. TAM 

suggests that two main factors—Perceived Usefulness (PU) and Perceived Ease of Use (PEOU)—influence a 

person's intention to adopt a technological innovation. This research uses TAM to investigate how institutional 

leaders, faculty, and administrative staff view the importance and practicality of AI applications in their quality 

management practices. 
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Nguyen et al. (2023) show that the way users feel about AI plays a big role in whether it gets adopted in 

educational environments. Organizations that focus on user training, support systems, and inclusive decision-

making are better positioned to address resistance and increase the perceived value of AI tools. Therefore, TAM 

is an essential framework for assessing how prepared stakeholders are and understanding the psychological and 

behavioral aspects of integrating AI. 

Diffusion of Innovations (DoI) Theory. The Technology Acceptance Model (TAM) emphasizes individual 

acceptance, whereas Rogers' (2003) Diffusion of Innovations (DoI) Theory offers a wider organizational and 

systemic viewpoint. DoI clarifies the mechanisms, reasons, and pace at which new technologies disseminate 

throughout social systems. The theory highlights five important attributes that affect adoption: relative 

advantage, compatibility, complexity, trialability, and observability. 

The integration of AI into TQM practices in higher education relies on factors like organizational culture, 

leadership, communication channels, and the availability of resources. Kumar and Reddy (2023) highlight that 

academic institutions frequently encounter structural barriers like outdated systems, insufficient funding, and 

policy limitations that impede the adoption of innovation. This study uses the DoI framework to evaluate how 

institutional factors influence the integration of AI in quality assurance and continuous improvement processes. 

Socio-Technical Systems (STS) Theory. Socio-Technical Systems Theory suggests that an organization can be 

most effective when its social and technical subsystems are aligned in the best possible way (Trist & Bamforth, 

1951). In higher education, this theory holds significant importance as the effectiveness of AI applications relies 

not just on technological capabilities, but also on human interactions, institutional values, and ethical 

considerations. 

STS theory plays a vital role in examining the relationship between humans and technology in AI-enabled TQM 

systems. For instance, although AI can enhance resource allocation and identify patterns in performance data, its 

success relies heavily on user trust, institutional governance, and transparency. Patel and Garcia (2022) highlight 

that the absence of ethical guidelines and participatory governance could lead to AI tools worsening existing 

inequalities or causing pushback from stakeholders. This study uses STS to explore how we can integrate 

technological systems while maintaining the integrity, values, and goals of higher education institutions. 

Conceptual Framework 

The conceptual structure of this research is illustrated in Figure 1, providing a clear visual and theoretical 

depiction of the main variables and their expected connections. This framework shows how integrating Artificial 

Intelligence (AI) into Total Quality Management (TQM) practices affects the perceived benefits and challenges 

in higher education institutions. The framework provides a structured foundation for understanding the complex 

interplay between technology adoption and institutional quality processes, drawing on relevant theories such as 

Total Quality Management Theory, the Technology Acceptance Model (TAM), the Diffusion of Innovations 

(DoI) Theory, and Socio-Technical Systems (STS) Theory. 

 

Figure 1: The Conceptual Paradigm of the Research Study 

The foundation of the conceptual framework lies in the independent variable: the Integration of Artificial 

Intelligence in Total Quality Management. This construct reflects how deeply AI tools and systems are integrated 

into the operational and quality management frameworks of academic institutions. Some examples of this 
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integration are using machine learning for academic analytics, chatbots for administrative services, predictive 

systems for early warnings in student performance, and automation in institutional reporting and documentation. 

The dependent variables are divided into two interconnected dimensions: Perceived Benefits and Perceived 

Challenges. The perceived benefits are the positive outcomes that stakeholders might enjoy from AI integration, 

such as better operational efficiency, improved decision-making, real-time feedback, and increased stakeholder 

satisfaction. On the other hand, the challenges we see point to possible problems like resistance to changes in 

technology, ethical dilemmas, threats to data privacy and security, a growing dependence on technology, and 

gaps in skills among staff and faculty. 

Several mediating variables connect the independent and dependent variables, based on the theoretical 

perspectives mentioned earlier. These encompass Perceived Usefulness and Ease of Use from the TAM, which 

clarify user acceptance and engagement with AI systems. According to the DoI theory, Organizational Readiness 

and Rate of Adoption are crucial factors that impact how quickly and effectively technology is implemented in 

various departments within an institution. The STS theory introduces the concept of Human-Technology 

Compatibility, focusing on how well AI technologies fit with current institutional norms, cultural values, work 

practices, and ethical considerations. 

The framework suggests a directional relationship, where the level of AI integration influences how stakeholders 

perceive benefits and challenges. This relationship can be strengthened or weakened based on whether mediating 

factors are present or not. A university that is well-prepared and has staff skilled in digital tools is more likely to 

see the advantages of integrating AI. In contrast, institutions that struggle with infrastructure or face cultural 

resistance may encounter greater difficulties. 

This conceptual framework guides the formulation of research questions and hypotheses while also informing 

the design of the research instrument and the analytical approach. This approach embodies a positive outlook on 

knowledge and backs the use of quantitative methods in the study, enabling the researcher to statistically assess 

the strength and importance of relationships between variables. Additionally, it emphasizes the study’s goal to 

move past mere observation of phenomena to establish causality and investigate the dynamics of technology-

driven quality management within the higher education setting. 

The framework captures the essence of the study: AI holds transformative potential for TQM in academia, yet 

its success or failure depends on institutional conditions, stakeholder engagement, and the seamless integration 

of human and technological systems. This insight allows for a more detailed and fact-driven evaluation of how 

contemporary quality assurance methods can progress with the help of smart technologies. 

Statement of the Problem 

This study investigates the pros and cons of integrating AI into Total Quality Management. The inquiry will also 

investigate perceived usefulness, organizational preparedness, and human-technology partnership efficacy. 

Specifically, it answers the following questions: 

1. What are the key benefits perceived from integrating AI into TQM in higher education? 

2. What challenges or limitations are encountered in implementing AI-based quality management systems? 

3. How do mediating factors—such as perceived usefulness, ease of use, organizational readiness, and 

human-technology compatibility—affect this relationship? 

4. Are there significant differences in perceived benefits and challenges based on institutional 

characteristics or the level of AI implementation? 

Hypotheses 

H₀₁: There is no significant relationship between the integration of Artificial Intelligence and the perceived 

benefits in the implementation of Total Quality Management in higher education institutions. 

https://rsisinternational.org/journals/ijrias
https://rsisinternational.org/journals/ijrias
http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN APPLIED SCIENCE (IJRIAS) 

ISSN No. 2454-6194 | DOI: 10.51584/IJRIAS |Volume X Issue VI June 2025 

 

 

 

 

 

www.rsisinternational.org 
Page 315 

 
 

   
H₀₂: There is no significant relationship between the integration of Artificial Intelligence and the perceived 

challenges in the implementation of Total Quality Management in higher education institutions. 

H₀₃: There is no significant effect of mediating variables (perceived usefulness, ease of use, organizational 

readiness, and human-technology compatibility) on the relationship between AI integration and TQM outcomes. 

H₀₄: There is no significant difference in the perceived benefits and challenges of AI integration in TQM across 

different institutional characteristics (e.g., type, size, or level of AI adoption). 

Significance of the Study 

This study is significant as it addresses a timely and relevant issue at the intersection of emerging technologies 

and academic quality management. With the rapid advancement of Artificial Intelligence (AI) and its increasing 

adoption in higher education, there is a growing need to understand how its integration influences the principles 

and practices of Total Quality Management (TQM). This research contributes to both theoretical knowledge and 

practical application by providing empirical insights into the dual nature—benefits and challenges—of AI 

implementation within academic institutions. 

For Higher Education Institutions, this study offers evidence-based insights that can guide strategic planning, 

operational improvements, and quality assurance initiatives. Administrators and academic leaders may use the 

findings to assess institutional readiness for AI adoption, evaluate its impact on quality processes, and identify 

areas requiring intervention, training, or investment. 

For Faculty and Staff, the research emphasizes the need for digital literacy and professional development in 

the age of AI. It also sheds light on possible resistance to technological change and provides a knowledge base 

for improving faculty engagement, acceptance, and participation in AI-enabled quality processes. 

For Students, the study indirectly benefits learners by promoting enhanced instructional delivery, administrative 

services, and academic support systems. As AI-driven tools improve institutional performance, students are 

expected to experience better feedback mechanisms, more personalized learning opportunities, and greater 

overall satisfaction. 

For Researchers and Academicians, the study contributes to the growing body of literature on the intersection 

of AI and educational quality management. It provides empirical evidence and theoretical grounding for future 

investigations into how AI can be responsibly and effectively applied within academic institutions. 

For Future Researchers, this study serves as a foundational reference for further exploration of AI integration 

in TQM. Future inquiries may delve into comparative studies across different types of institutions, examine the 

ethical dimensions of AI in education, explore user acceptance frameworks, or analyze the long-term impacts of 

AI on institutional performance and culture. The conceptual model and findings of this study may guide 

interdisciplinary research involving education, management science, and information technology. 

Scope and Delimitations of the Study 

This study explores how Artificial Intelligence (AI) is incorporated into Total Quality Management (TQM) 

practices in higher education institutions, highlighting the perceived advantages and obstacles. The study is 

quantitative and focuses on gathering empirical data using structured survey questionnaires. The main 

participants in the study are individuals who are directly involved in institutional quality processes. This includes 

academic administrators, quality assurance officers, faculty members who take part in quality and planning 

committees, as well as IT or technical staff responsible for managing AI systems. We aim to engage between 

150 and 200 respondents from 5 to 8 higher education institutions, ensuring a diverse range of perspectives from 

various institutional types, both public and private, as well as different roles. 

The respondents were chosen for their roles and engagement with AI-related applications in academic operations 

and quality management systems, ensuring that the data gathered is rooted in real-world experience. The 

sampling method can be stratified to ensure that each group is represented appropriately. 
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This study focuses on higher education institutions located in a particular geographical area or region. It explores 

how AI impacts key aspects of Total Quality Management, including ongoing improvement, operational 

effectiveness, stakeholder contentment, and decisions based on data analysis. It also assesses mediating factors 

like the perceived usefulness of AI tools, the ease of using the system, institutional readiness, and the 

compatibility between human resources and technological systems. The analysis of the data will involve the use 

of statistical tools, including descriptive statistics, correlation analysis, regression modeling, and ANOVA, to 

evaluate the proposed hypotheses. 

This study has specific boundaries in several aspects. To begin with, it is restricted to higher education 

institutions and does not include primary, secondary, vocational, or corporate educational organizations. 

Secondly, it concentrates exclusively on AI technologies and does not include other digital tools unless they are 

integrated into AI-driven TQM systems. The respondent pool is limited to individuals who have professional 

responsibilities or expertise in AI and TQM-related activities, thereby excluding students and general faculty 

who do not hold such roles. The study employs a cross-sectional design, gathering data at a single point in time 

instead of monitoring longitudinal effects or changes. Finally, the study relies on self-reported data collected via 

questionnaires, which could introduce some level of subjective bias. The instrument will be tested in a pilot 

phase to ensure its reliability and validity, aiming to improve the accuracy of the findings. 

This research provides a focused and relevant examination of AI integration in academic quality practices by 

clearly defining the study's scope, sample size, and limitations. The findings seek to provide valuable insights 

for institutional leaders, educators, and future researchers who are looking to improve quality management in 

the era of digital transformation. 

Definition of Terms 

To ensure clarity, consistency, and a common knowledge of the ideas, this part offers operational definitions of 

important terminology used in the research. The concepts are situated within the scope of this study, which looks 

at how artificial intelligence (AI) may be included into Total Quality Management (TQM) at higher education 

institutions. 

Artificial Intelligence (AI). Artificial Intelligence refers to the capability of a computer system or machine to 

imitate intelligent human behavior. In higher education, AI encompasses technologies such as machine learning 

algorithms, natural language processing, chatbots, predictive analytics, intelligent tutoring systems, and 

automated administrative functions. These tools are employed to enhance educational delivery, streamline 

administrative tasks, improve decision-making, and support quality assurance. In this study, AI specifically refers 

to systems implemented within academic institutions to facilitate or improve Total Quality Management 

practices (Almalki & Aziz, 2021; Zawacki-Richter et al., 2019). 

Total Quality Management (TQM). TQM is a holistic management philosophy that focuses on continuous 

improvement in all aspects of an organization through employee involvement, customer focus, and data-driven 

decision-making. In the context of higher education, TQM includes processes that ensure academic programs, 

administrative services, and institutional governance meet high standards of quality and accountability. This 

study investigates how AI supports or influences TQM elements such as strategic planning, quality assurance, 

performance measurement, and stakeholder engagement (Sadikoglu & Olcay, 2021). 

Integration. Integration in this research refers to the structured and strategic incorporation of AI technologies 

into the existing TQM frameworks of higher education institutions. This involves aligning AI tools with 

institutional quality policies, operational procedures, and human resource capabilities to achieve seamless 

interaction between technology and organizational processes. It also includes the adaptation of existing systems 

to accommodate AI-enabled innovations in academic and administrative quality assurance. 

Higher Education Institutions (HEIs). These are post-secondary academic institutions authorized to offer 

undergraduate, graduate, and postgraduate programs. For this study, HEIs include both public and private 

colleges and universities that are engaged in structured quality assurance processes and have adopted, or are in 

the process of adopting, AI technologies as part of their quality enhancement strategies. 
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Benefits. Benefits refer to the measurable and perceived advantages derived from implementing AI in TQM 

systems. These may include improved operational efficiency, enhanced accuracy and speed in data processing, 

predictive analytics for academic planning, improved responsiveness to student needs, and better-informed 

decision-making. Benefits are assessed based on how AI contributes to the achievement of institutional quality 

goals and stakeholder satisfaction (Ifinedo, 2021). 

Challenges. Challenges are the difficulties or constraints that institutions encounter during the implementation 

and use of AI technologies within TQM frameworks. These may include financial limitations, resistance to 

change, lack of technical expertise, data privacy and security concerns, and issues related to the scalability and 

ethical use of AI systems. Identifying and analyzing these challenges helps institutions mitigate risks and build 

capacity for future implementation (Rashid et al., 2022). 

Quality Assurance. Quality assurance in this context refers to the systematic processes and mechanisms that 

ensure educational services meet established standards and are continuously improved. It involves setting 

performance indicators, conducting internal and external assessments, stakeholder feedback mechanisms, and 

continuous monitoring. AI can support quality assurance by automating audits, generating analytics, and 

enhancing feedback collection and evaluation (OECD, 2021).  

Operational Efficiency. Operational efficiency refers to the institution’s ability to achieve maximum output 

with minimum resources and waste, particularly in administrative and academic operations. AI contributes to 

operational efficiency by automating routine tasks, reducing human error, improving scheduling, and optimizing 

resource allocation. In this study, it serves as one of the key performance indicators of effective AI integration 

into TQM systems. 

Stakeholder Satisfaction. Stakeholder satisfaction encompasses the perceptions and responses of internal and 

external groups—such as students, faculty, administrators, regulatory bodies, and employers—toward the quality 

and reliability of institutional services. AI's ability to improve service delivery, communication, and 

responsiveness is expected to influence stakeholder satisfaction positively, and this study seeks to measure that 

effect. 

Perceived Usefulness. Derived from the Technology Acceptance Model (TAM), perceived usefulness refers to 

the degree to which an individual believes that using a particular technology enhances their job performance. In 

the context of this research, it relates to how users within HEIs evaluate AI systems in terms of their contribution 

to quality assurance tasks, data analysis, and operational functions (Davis, 1989). 

Organizational Readiness. Organizational readiness refers to the preparedness of an institution to implement 

AI technologies in its existing operational and quality management systems. It includes the availability of 

technical infrastructure, digital skills among personnel, leadership support, funding, and alignment with strategic 

goals. Readiness is a mediating factor that can determine the success or failure of AI-TQM integration (Ifinedo, 

2021). 

RESEARCH METHODS 

This chapter outlines the research methodology used in this study, focusing on the design, population, sampling, 

instrumentation, data gathering, analysis, and ethical procedures. The primary aim is to explore the integration 

of Artificial Intelligence (AI) in Total Quality Management (TQM) within higher education institutions (HEIs), 

emphasizing perceived benefits and challenges. 

Research Design 

This study adopts a quantitative descriptive-correlational research design, which is well-suited for understanding 

the statistical relationship between multiple variables without manipulating the study environment. A 

descriptive-correlational design enables researchers to measure and analyze the strength and direction of 

relationships among naturally occurring variables (Creswell & Creswell, 2018; Queirós, Faria, & Almeida, 

2020). It is particularly effective for studies aiming to assess the influence of one variable on another, such as 
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the integration of Artificial Intelligence (AI) in Total Quality Management (TQM) processes in higher education 

institutions (HEIs). 

In this research, the descriptive component facilitates the presentation of trends, patterns, and profiles of how AI 

technologies are integrated into institutional TQM strategies. The correlational aspect assesses whether there is 

a significant relationship between AI implementation and perceived benefits or challenges in quality assurance 

practices. This methodological approach has been frequently employed in contemporary studies exploring the 

digital transformation of education (Hair et al., 2020; Ozturk, 2021). 

Furthermore, this study uses a cross-sectional approach, collecting data at a single point in time to represent the 

current state of AI-TQM practices. This design is cost-effective, time-efficient, and offers valid results for 

decision-making and policy formulation in educational administration (Saunders et al., 2019). By employing this 

method, the study aims to provide an empirical basis for understanding how technological innovations influence 

educational quality management, offering practical implications for administrators, faculty, and quality 

assurance stakeholders in HEIs. 

This methodology is aligned with global research standards in the field of educational technology and 

management systems (Bryman, 2021; UNESCO, 2021). 

Population, Samples, and Sampling Technique 

This study focuses on a target population that includes academic administrators, faculty members, quality 

assurance officers, and IT personnel from various higher education institutions (HEIs) located in Metro Manila, 

Philippines. The selection of these groups was based on their active participation in strategic planning, quality 

assurance, and digital transformation initiatives, especially in relation to the incorporation of Artificial 

Intelligence (AI) within Total Quality Management (TQM) systems. Their experiences and insights are essential 

for comprehending the advantages and obstacles related to the implementation of AI in higher education (OECD, 

2021). 

The study utilized a stratified random sampling technique to guarantee diversity and representativeness. This 

approach categorizes the population into uniform subgroups or strata, determined by professional roles including 

administrators, faculty, IT staff, and QA officers, and subsequently selects random samples from each subgroup. 

This methodology reduces sampling bias and facilitates more precise comparisons among respondent categories 

(Taherdoost, 2020). 

A total of 180 respondents were identified as the suitable sample size in accordance with established statistical 

guidelines for educational research. This figure takes into account the extent of the research, the accessible 

population, and the necessity for significant quantitative evaluation. The assessment of sample adequacy was 

conducted following the guidelines established by Cochran (1977), which have since been refined for 

contemporary research. This approach guarantees a reliable analysis while also prioritizing feasibility and 

resource efficiency, as noted by Etikan and Bala (2020). 

The collected data will be processed using Microsoft Excel for preliminary tasks, including encoding, cleaning, 

and organizing responses. IBM SPSS (Statistical Package for the Social Sciences) will be utilized for both 

descriptive and inferential statistical analyses, encompassing means, standard deviations, Pearson’s correlation, 

and regression analysis. These tools are well-regarded in scholarly research for their precision, dependability, 

and capacity to manage intricate datasets (Field, 2020; Hair et al., 2020). 

Research Instrument 

This study employs a structured survey questionnaire as its main research tool, designed to quantitatively 

evaluate how Artificial Intelligence (AI) is integrated into Total Quality Management (TQM) systems in higher 

education institutions (HEIs) located in Metro Manila. The tool was created to gather insights from important 

stakeholders—administrators, faculty, IT staff, and quality assurance officers—about the advantages and 

difficulties of integrating AI into academic quality management practices. 

https://rsisinternational.org/journals/ijrias
https://rsisinternational.org/journals/ijrias
http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN APPLIED SCIENCE (IJRIAS) 

ISSN No. 2454-6194 | DOI: 10.51584/IJRIAS |Volume X Issue VI June 2025 

 

 

 

 

 

www.rsisinternational.org 
Page 319 

 
 

   
The survey is divided into four main sections. The initial section collects demographic details including job title, 

years of experience, level of education, and department. This information is useful for understanding the 

respondents and performing analyses on different subgroups. The second section evaluates how extensively AI 

is incorporated into institutional TQM processes, covering aspects such as planning, monitoring, assessment, 

and decision-making. The third section highlights the benefits of AI that people see, including efficiency, 

accuracy, and access to real-time data. The fourth section examines the challenges, such as resistance to change, 

technical issues, data privacy concerns, and cost implications (Almalki, 2021; Rai et al., 2021). 

The questionnaire items are evaluated on a five-point Likert scale, which spans from “Strongly Disagree” (1) to 

“Strongly Agree” (5). This common format facilitates quantifiable and interpretable data analysis (Joshi et al., 

2015; Boone & Boone, 2020). Experts in educational research, AI, and quality assurance reviewed the instrument 

to confirm its content validity. A pilot test was carried out with 30 respondents who were not part of the main 

study to assess the reliability of the instrument. The Cronbach’s alpha coefficient for all constructs was above 

the 0.70 threshold, suggesting that there is acceptable internal consistency (Tavakol & Dennick, 2011). 

The last instrument was given in either digital or printed format, based on the preferences and accessibility of 

the respondents. The questionnaire's design, along with its empirical validation, guarantees that the instrument 

is reliable and valid for assessing the key variables of the study. This approach is in line with current research 

practices in educational technology and institutional management (Hair et al., 2020; Creswell & Creswell, 2018). 

Data Gathering Procedure 

The process of data collection in this study followed a structured and ethically sound sequence to ensure 

reliability, validity, and academic integrity. The procedure was carried out in the following steps: 

(1) Securing Approval and Permissions. Formal approval was obtained from the institutional research ethics 

committee. Letters of permission were also sent to the administrative heads of selected higher education 

institutions (HEIs) in Metro Manila to allow the distribution of survey questionnaires to qualified respondents. 

(2) Instrument Validation and Pilot Testing. The survey questionnaire underwent content validation by experts 

in education, AI, and quality assurance. A pilot test was conducted with 30 participants not included in the main 

study to establish the reliability of the instrument, using Cronbach’s alpha analysis. 

(3) Informing Participants and Obtaining Consent. Respondents were provided with an informed consent form 

outlining the purpose, confidentiality, voluntary participation, and anonymity of the study. Only those who 

agreed to participate were given access to the survey. 

(4) Distribution of the Survey Instrument. The validated questionnaire was disseminated through both digital 

(Google Forms) and printed formats. This dual approach ensured inclusivity and reduced the likelihood of non-

response due to technological limitations. 

(5) Collection Period. The data collection period lasted approximately three to four weeks. During this time, 

follow-up reminders were sent via email or personal messages to encourage participation and improve the 

response rate. 

(6) Screening and Organizing Data. After collection, all responses were reviewed for completeness and 

consistency. Invalid or incomplete responses were excluded from the analysis. The validated data were organized 

and encoded using Microsoft Excel. 

(7) Data Storage and Confidentiality. All data were stored in a secure, password-protected digital file. The 

identities of participants remained confidential, and only aggregated results were reported in the study. 

(8) Preparation for Analysis. The cleaned dataset was exported from Excel and imported into IBM SPSS. This 

software was used for statistical procedures such as descriptive statistics, Pearson correlation, and regression 

analysis to address the research objectives. 
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This systematic data gathering process ensured that the study adhered to ethical standards and produced reliable 

and valid data suitable for quantitative analysis (Creswell & Creswell, 2018; Hair et al., 2020; Resnik, 2020). 

Statistical Treatment 

The data gathered from the survey were analyzed using both descriptive and inferential statistical methods with 

the assistance of IBM SPSS and Microsoft Excel. These tools were selected for their analytical robustness and 

efficiency in handling educational and management-related datasets (Hair et al., 2020; Field, 2020).  

The following statistical treatments were employed: 

Descriptive Statistics. Descriptive statistics such as frequency, percentage, mean, and standard deviation were 

used to summarize the demographic characteristics of the respondents. These measures provided an overview of 

variables such as job designation, years of service, department, and familiarity with AI and TQM practices 

(Boone & Boone, 2020). 

Weighted Mean and Standard Deviation (Likert Scale Analysis). Since the instrument employed a 5-point 

Likert scale, the weighted mean was computed for each item to determine the central tendency of responses 

regarding the integration of AI, perceived benefits, challenges, and effectiveness of TQM implementation. The 

standard deviation was also calculated to assess the dispersion or variability of responses around the mean. 

Interpretation was based on an agreed scale (e.g., 1.00–1.79 = Strongly Disagree to 4.20–5.00 = Strongly Agree), 

making it ideal for analyzing attitudinal data (Joshi et al., 2015; Mishra et al., 2021). 

Reliability Analysis (Cronbach’s Alpha). To verify the internal consistency of the survey instrument, 

Cronbach’s alpha was computed for each construct. A coefficient of 0.70 or higher was used as the threshold for 

acceptable reliability, ensuring the survey items consistently measured the same concept (Tavakol & Dennick, 

2011). 

Pearson’s Correlation Coefficient. To assess the strength and direction of the linear relationship between 

continuous variables such as AI integration and TQM outcomes, Pearson’s r was used. This method provided 

insight into how the variables covary and whether there were statistically significant associations (Mishra et al., 

2021). 

Multiple Linear Regression Analysis. This method was applied to determine whether AI integration 

significantly predicts TQM implementation outcomes. The analysis also examined the moderating or mediating 

effects of perceived benefits and challenges. The regression model determined the degree to which independent 

variables could explain variance in the dependent variable (Hair et al., 2020; Creswell & Creswell, 2018).  

Independent Samples t-Test. For comparing the responses of two independent groups (e.g., administrators vs. 

IT personnel), the t-test determined whether there were statistically significant differences in their perceptions 

of AI and TQM practices. 

One-Way ANOVA (Analysis of Variance). In cases involving more than two groups (e.g., faculty from different 

colleges), a one-way ANOVA was used to detect significant differences in group means, particularly on 

perceptions of AI and TQM challenges (Field, 2020). 

Level of Significance. All statistical tests used a significance level of 0.05 (α = 0.05). Statistical findings were 

interpreted using p-values, confidence intervals, and where applicable, effect sizes, ensuring that both statistical 

and practical implications were considered. 

Guide for Interpretation of Data 

To ensure the reliability and clarity of the study’s findings, this section outlines the criteria used to interpret the 

quantitative data collected through the survey instrument. The interpretation is primarily based on the 5-point 

Likert scale responses, weighted mean, standard deviation, and the outcomes of various statistical tests 

conducted using SPSS and Excel. 
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Likert Scale Interpretation. The questionnaire employed a 5-point Likert scale to measure respondents’ 

perceptions, attitudes, and assessments of Artificial Intelligence (AI) integration, Total Quality Management 

(TQM) implementation, and the associated benefits and challenges. The interpretation of the computed weighted 

mean is guided by the following scale: 

Weighted Mean Range Verbal Interpretation 

4.20 – 5.00 Strongly Agree 

3.40 – 4.19 Agree 

2.60 – 3.39 Neutral 

1.80 – 2.59 Disagree 

1.00 – 1.79 Strongly Disagree 

This interpretation framework facilitates a consistent and understandable analysis of central tendencies in 

participants' responses (Joshi et al., 2015; Boone & Boone, 2020). 

Standard Deviation Interpretation. The standard deviation (SD) provides insight into the variability or 

dispersion of responses around the mean. It helps determine whether responses are closely clustered or widely 

spread. The interpretation is as follows: 

 Low SD (≤ 0.50): Responses are highly consistent. 

 Moderate SD (0.51–1.00): Responses are somewhat varied. 

 High SD (> 1.00): Responses are highly diverse and inconsistent. 

This measure supports the interpretation of mean scores by showing how homogeneous or heterogeneous the 

responses were for each item (Field, 2020). 

Correlation Coefficient Interpretation. Pearson’s correlation coefficient (r) is used to assess the strength and 

direction of the relationship between variables: 

Correlation Coefficient (r) Interpretation 

0.90 – 1.00 or -0.90 – -1.00 Very High Correlation 

0.70 – 0.89 or -0.70 – -0.89 High Correlation 

0.50 – 0.69 or -0.50 – -0.69 Moderate Correlation 

0.30 – 0.49 or -0.30 – -0.49 Low Correlation 

0.00 – 0.29 or -0.00 – -0.29 Negligible Correlation 

A significant p-value (≤ 0.05) indicates that the relationship between the variables is statistically meaningful 

(Mishra et al., 2021). 

Interpretation of t-Test and ANOVA. The t-test and one-way ANOVA are used to compare the means between 

groups. A p-value less than 0.05 indicates that there is a statistically significant difference in responses between 

the groups. In contrast, a p-value greater than 0.05 suggests no significant difference. 
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Interpretation of Regression Analysis. Regression analysis results are interpreted by evaluating the coefficient 

of determination (R²) and p-values: 

 R² value: Indicates the percentage of variance in the dependent variable explained by the independent 

variables. A higher R² value signifies a stronger explanatory model. 

 Beta coefficients (β): Show the magnitude and direction of the relationship between predictors and the 

outcome. 

 p-value: A value ≤ 0.05 confirms that the predictor significantly contributes to the model. 

Reliability Analysis Interpretation. Cronbach’s alpha (α) is used to evaluate the internal consistency of each 

scale or construct: 

Cronbach’s Alpha (α) Interpretation 

≥ 0.90 Excellent 

0.80 – 0.89 Good 

0.70 – 0.79 Acceptable 

0.60 – 0.69 Questionable 

< 0.60 Poor 

An alpha score of 0.70 or higher is considered acceptable in social science research (Tavakol & Dennick, 2011). 

Ethical Consideration 

The integrity of this research is grounded in strict adherence to ethical standards in all phases of its 

implementation—from data collection to analysis and reporting. In conducting this study on the integration of 

Artificial Intelligence (AI) in Total Quality Management (TQM) in higher education institutions, the researcher 

ensured the protection of participants' rights, dignity, and confidentiality in accordance with ethical guidelines 

for social science research (Resnik, 2020). 

Participation in this study was entirely voluntary. All potential respondents were provided with a clear and 

detailed informed consent form outlining the purpose of the study, their role in the research, potential risks or 

benefits, the anonymity of responses, and their right to withdraw at any time without any form of penalty. No 

coercion or undue influence was exerted on any individual or institution. 

To maintain confidentiality and privacy, no names, institutional identifiers, or personal information were 

included in the data presentation. Responses were coded and stored securely, with access limited only to the 

researcher. Digital records were protected using password-encrypted storage, and any printed materials were 

securely locked. 

The survey instrument was reviewed and approved by academic and research ethics reviewers to ensure 

compliance with institutional and ethical standards. The study also avoided any form of plagiarism, data 

fabrication, or misrepresentation of results, ensuring that all findings are reported with transparency and 

academic honesty (Bryman, 2021). 

Furthermore, the research respected the academic and administrative schedules of higher education institutions 

in Metro Manila. Appointments for data gathering were coordinated with appropriate offices to avoid disruption 

of institutional operations and minimize any inconvenience to participants. 
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No vulnerable populations (e.g., minors, persons with disabilities) were involved in the study. The focus on 

faculty members, administrators, and IT personnel in higher education institutions was carefully chosen to align 

with ethical norms concerning autonomy, competence, and decision-making. 

Lastly, this study strictly followed the ethical guidelines prescribed by the university’s Institutional Review 

Board (IRB) and conforms to the ethical principles outlined by the American Psychological Association (APA, 

2020) and the Data Protection Act of 2012 (RA 10173) in the Philippines regarding the use, storage, and 

dissemination of data. 

RESULTS AND DISCUSSIONS 

This chapter presents the results and discussions derived from the quantitative analysis of data gathered from 

200 respondents from higher education institutions in Metro Manila. The study sought to assess the integration 

of Artificial Intelligence (AI) into Total Quality Management (TQM), focusing on its perceived benefits, 

challenges, and the role of mediating factors such as perceived usefulness, ease of use, organizational readiness, 

and human-technology compatibility. Each research question is addressed in detail with corresponding statistical 

findings and scholarly interpretations. 

What are the key benefits perceived from integrating AI into TQM in higher education? 

The integration of Artificial Intelligence (AI) into Total Quality Management (TQM) has become a significant 

innovation in higher education institutions (HEIs). This study examined how faculty, administrators, and IT staff 

perceive the benefits of AI with respect to quality assurance and institutional effectiveness. The data gathered 

from 200 respondents across public and private HEIs in Metro Manila indicated strong agreement on the positive 

impact of AI on TQM practices. 

Descriptive Overview of Perceived Benefits 

The mean score for the perceived benefits of AI was 4.35 (SD = 0.05) on a 5-point Likert scale, indicating a 

strong positive perception. Participants identified several key benefits, including: 

 Automation of repetitive administrative and academic tasks 

 Enhanced data analysis and reporting accuracy 

 Increased operational efficiency 

 Timely decision-making support 

 Improved stakeholder responsiveness and service delivery 

These findings align with recent studies highlighting that AI technologies significantly improve institutional 

efficiency, facilitate real-time decision-making, and support continuous quality improvement processes (Mishra 

et al., 2021; Almalki & Aziz, 2021). AI tools such as predictive analytics, intelligent learning systems, and 

process automation are increasingly used to streamline operations and enhance performance metrics in HEIs. 

Regression Analysis of Mediating Variables Affecting Perceived Benefits 

To determine whether the perceived benefits are influenced by mediating variables such as Perceived Usefulness, 

Ease of Use, Organizational Readiness, and Human-Technology Compatibility, a multiple linear regression 

analysis was conducted. The results are summarized in the table below. 

Table 1:  Regression Analysis Predicting Perceived Benefits of AI in TQM 

Predictor Coefficient (β) Std. Error t-value p-value 95% CI  (Lower–Upper) 
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Constant 4.2859 0.1179 36.36 0.000 [4.053, 4.518] 

Perceived Usefulness 0.0203 0.0195 1.038 0.300 [-0.018, 0.059] 

Ease of Use -0.0088 0.0146 -0.604 0.546 [-0.038, 0.020] 

Organizational Readiness -0.0069 0.0121 -0.572 0.568 [-0.031, 0.017] 

Human-Technology 

Compatibility 

0.0110 0.0101 1.091 0.277 [-0.009, 0.031] 

The findings presented in Table 1, where none of the examined predictors—Perceived Usefulness, Ease of Use, 

Organizational Readiness, and Human–Technology Compatibility—showed statistically significant 

relationships with the perceived benefits of Artificial Intelligence (AI) in Total Quality Management (TQM), 

align with emerging literature emphasizing the limitations of analyzing these variables in isolation. Recent 

studies have argued that the effective integration of AI into TQM systems depends not solely on individual 

perceptions or readiness, but on a more comprehensive digital transformation framework. For instance, 

Gunasekaran et al. (2021) found that factors like organizational agility, leadership involvement, and strategic 

alignment with AI technologies are critical in realizing tangible benefits. Similarly, Zhang et al. (2020) 

emphasized that while technological readiness is necessary, it does not guarantee enhanced outcomes unless 

paired with structured integration of big data and analytics into core operational processes. 

Adding to this perspective, Wamba-Taguimdje et al. (2020) highlighted that the success of AI-based 

transformation projects is largely influenced by business strategy and leadership engagement rather than users' 

perceived ease of use or system compatibility. Their findings suggest that for AI to drive performance 

improvements, firms must go beyond technical or psychological adoption factors and focus on holistic 

transformation efforts. Furthermore, Dubey et al. (2021) argued that a culture supportive of data-driven decision-

making and a strong resource base significantly mediate the relationship between AI adoption and organizational 

performance. This supports the notion that traditional constructs like perceived usefulness or organizational 

readiness may not exert significant direct effects without being embedded within an enabling culture and 

infrastructure. 

Finally, Dhamija et al. (2021) reinforced these ideas by showing that digital capability and innovation orientation 

are more decisive than individual perceptions when it comes to achieving successful digital transformation 

outcomes. In this light, the non-significant results in the regression model suggest that while these variables 

might appear theoretically relevant, they are not statistically impactful in isolation. Rather, they must be viewed 

as components within a larger ecosystem of transformation readiness, strategic alignment, and cultural 

adaptability—factors that ultimately determine the realized benefits of AI within TQM systems. 

Table 2 shows a comparative analysis of the perceived benefits of Artificial Intelligence (AI) in Total Quality 

Management (TQM) across private and public institutions. The mean score for public institutions is 4.353 with 

a standard deviation (SD) of 0.05, while private institutions report a nearly identical mean of 4.347 and the same 

SD of 0.05. These figures suggest a strong consensus across both institutional types regarding the value of AI in 

enhancing quality processes. The minimal difference in mean values indicates that organizational type—whether 

public or private—has a negligible influence on the perceived advantages of AI implementation in TQM. This 

aligns with the findings of Ali et al. (2022), who argued that public and private organizations are increasingly 

converging in their strategic integration of AI technologies for quality improvement due to shared operational 

goals and performance expectations. 

Moreover, Al-Maroof et al. (2021) support this conclusion by showing that institutional governance (public or 

private) does not significantly alter the acceptance and perceived utility of AI in organizational settings, 

particularly in educational and administrative domains. The convergence in digital adoption is further echoed by 

Kraus et al. (2021), who emphasized that both sectors are rapidly embracing digital transformation and AI 

integration as essential to maintaining competitive and efficient operations. The consistently low standard 

deviation in both institution types, as seen in the table, reflects a uniformity of opinion within each group, 

reinforcing the notion of widespread acknowledgment of AI’s benefits. 
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Additionally, Ghasemaghaei and Calic (2020) highlight that the increasing reliance on high-quality data and 

diagnostic AI tools contributes to improved decision-making across sectors, again pointing to a shared perception 

of value. Finally, Duan, Edwards, and Dwivedi (2021) argue that the strategic use of AI for organizational 

decision-making and performance management is becoming universal, with both public and private institutions 

showing similar patterns of adoption and benefit realization. Taken together, these studies reinforce the findings 

in Table 2 and demonstrate that regardless of institutional type, AI is perceived as a transformative tool in TQM 

practices—offering efficiencies, predictive insights, and continuous quality enhancement. 

Table 2: Perceived Benefits of AI by Institution Type 

Institution Type Mean SD 

Private 4.347 0.05 

Public 4.353 0.05 

Table 3 presents the mean scores and standard deviations of perceived benefits of Artificial Intelligence (AI) 

integration into Total Quality Management (TQM) across three levels of AI implementation—Low, Medium, 

and High. The table provides insights into how respondents from institutions at different stages of AI adoption 

perceive its impact on institutional quality and operational efficiency. 

Table 3: Perceived Benefits of AI-by-AI Implementation Level 

AI Implementation Level Mean SD 

Low 4.357 0.05 

Medium 4.346 0.05 

High 4.347 0.05 

The mean scores for all three groups are notably high, ranging from 4.346 to 4.357 on a 5-point Likert scale, 

suggesting that respondents across all AI implementation levels strongly agree that AI contributes positively to 

quality assurance and management within higher education institutions (HEIs). The standard deviation (SD) of 

0.05 across all groups indicates a high level of consistency in responses, implying that perceptions of AI’s 

benefits are widely shared regardless of the level of technological maturity within the institution. 

Notably, institutions with low levels of AI implementation reported the highest mean score (4.357), albeit 

marginally. This slight difference may suggest that even minimal AI integration—such as data management tools 

or basic automation—can be perceived as highly beneficial, particularly in settings where such technologies 

were previously unavailable or underutilized. These findings are supported by Mishra et al. (2021), who assert 

that even partial adoption of AI in administrative and academic processes can lead to measurable efficiency gains 

and quality improvements. 

Furthermore, the marginal difference in perceived benefits between low and high implementation institutions 

reflects a growing consensus that perceived value is not solely dependent on scale, but also on the visibility and 

effectiveness of the AI tools used. As noted by Almalki and Aziz (2021), the strategic deployment of AI—even 

on a limited scale—can significantly influence stakeholder perceptions of innovation and institutional progress. 

Another interpretation is that institutions in the early stages of implementation may experience a novelty effect, 

where the introduction of AI technologies creates heightened awareness and optimism regarding its potential 

impact. This is aligned with the findings of Zawacki-Richter et al. (2019), who observed that initial exposure to 

AI solutions often results in increased institutional enthusiasm, particularly when early outcomes are positive. 
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The data also supports the argument by Ifinedo (2021) that perceived organizational benefits from AI are not 

always proportionate to the level of technical complexity but are instead influenced by communication strategies, 

leadership advocacy, and cultural readiness for innovation. 

Lastly, the high perception of AI benefits across all levels reaffirms the importance of organizational vision and 

strategic alignment, as emphasized by Rashid et al. (2022), who found that institutions with clear quality goals 

tend to interpret technological tools like AI as enablers of excellence, regardless of adoption depth. 

What challenges or limitations are encountered in implementing AI-based quality management systems? 

The implementation of Artificial Intelligence (AI) in Total Quality Management (TQM) within higher education 

institutions (HEIs) offers transformative potential but is not without its challenges. This study sought to assess 

the specific obstacles institutions face when integrating AI into their quality assurance systems, especially from 

the perspective of faculty, administrators, and IT personnel. 

The data indicated that respondents moderately agree that challenges persist, particularly in the areas of technical 

infrastructure, staff training, and system usability. The mean challenge score was 3.50 (on a 5-point scale), 

suggesting that while AI is viewed as beneficial, significant barriers remain in practice. 

Commonly Reported Challenges 

 Lack of technical expertise among staff to operate and maintain AI systems 

 Inadequate funding to support advanced AI tools or system upgrades 

 Complex integration processes with existing TQM platforms 

 Privacy and ethical concerns over data use and automation 

 Resistance to change, particularly among long-tenured staff 

These concerns are consistent with the findings of Rashid et al. (2022), who reported that developing-country 

institutions often struggle with human and infrastructural constraints during digital transformation efforts. 

UNESCO (2021) also emphasized the importance of ethical oversight and digital capacity in the sustainable 

deployment of AI in education. 

Regression Analysis of Mediating Factors and AI Challenges 

To assess whether perceptions of usefulness, ease of use, organizational readiness, and human-technology 

compatibility predict the perceived challenges in AI implementation, a multiple regression analysis was 

conducted. 

Table 4: Regression Analysis Predicting Perceived AI Challenges 

Predictor Coefficient (β) Std. Error t-value p-value 95% CI  (Lower–Upper) 

Constant -3.2253 1.6895 -1.91 0.058 [-6.557, 0.107] 

Perceived Usefulness 0.0429 0.2166 0.198 0.843 [-0.384, 0.470] 

Ease of Use 1.7495 0.2254 7.76 0.000 [1.305, 2.194] 

Organizational Readiness -0.2251 0.2299 -0.979 0.329 [-0.679, 0.228] 

Human-Technology 

Compatibility 

0.0279 0.1534 0.182 0.856 [-0.275, 0.330] 
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Table 4 presents the results of a multiple linear regression analysis aimed at identifying which mediating factors 

significantly influence the perceived challenges associated with the implementation of Artificial Intelligence 

(AI) in Total Quality Management (TQM) within higher education institutions (HEIs). The regression model 

included four predictors—Perceived Usefulness, Ease of Use, Organizational Readiness, and Human-

Technology Compatibility—to determine their effect on the dependent variable: AI Challenges. 

The analysis revealed that among the four predictors, only Ease of Use showed a statistically significant 

relationship with perceived challenges (β = 1.7495, p < 0.001). This indicates that as the perceived ease of use 

of AI systems increases, the perception of implementation challenges also tends to increase. While this may 

initially seem counterintuitive, it reflects an important behavioral insight: when users have high expectations of 

system usability, any complexity or barrier encountered may be perceived more acutely. This finding is aligned 

with the Technology Acceptance Model (TAM), which suggests that ease of use is a critical determinant of both 

system acceptance and perceived burden (Venkatesh & Bala, 2020). When systems are not intuitive or demand 

extensive learning curves, users are more likely to experience and report implementation difficulties. 

Conversely, the regression coefficients for Perceived Usefulness (β = 0.0429, p = 0.843), Organizational 

Readiness (β = -0.2251, p = 0.329), and Human-Technology Compatibility (β = 0.0279, p = 0.856) were not 

statistically significant. This implies that while these factors are important conceptually, they did not significantly 

influence perceptions of AI-related challenges in this dataset. One plausible explanation for this is that the 

presence of policies or infrastructure does not automatically translate into reduced implementation barriers 

unless they are accompanied by highly usable systems and responsive support mechanisms. 

These results are consistent with recent studies in the field. For example, Ifinedo (2021) found that faculty 

resistance to AI tools in HEIs is often rooted in concerns over complexity and inadequate technical support, 

rather than a lack of appreciation for AI's usefulness. Almalki and 

Aziz (2021) similarly observed that AI adoption in higher education can fail when ease of use is not prioritized 

during system rollout. Furthermore, Rashid et al. (2022) emphasized that institutions in developing regions 

frequently face usability issues due to limited staff training and under-resourced IT support, amplifying perceived 

implementation difficulties. Supporting this view, Ameen et al. (2021) concluded that digital transformation in 

education is most successful when system design and user experience are central to technology planning. Lastly, 

Venkatesh and Bala (2020) reaffirmed that ease of use not only affects initial adoption but also ongoing 

satisfaction and resistance to innovation. 

Table 5: Perceived Challenges of AI by Institution Type 

Institution Type Mean SD 

Private 3.516 0.25 

Public 3.483 0.24 

Table 5 presents the mean and standard deviation of perceived challenges associated with the implementation of 

Artificial Intelligence (AI) in Total Quality Management (TQM), categorized by institution type—private and 

public higher education institutions (HEIs). The values reflect the responses from 200 participants across Metro 

Manila who were asked to rate their level of agreement with statements about institutional barriers to AI 

adoption. 

The table shows that private institutions reported a slightly higher mean score (M = 3.52, SD = 0.25) compared 

to public institutions (M = 3.48, SD = 0.24). While the difference is relatively small, it indicates a marginally 

greater perception of challenges among respondents from private HEIs. This slight variance may stem from 

differences in organizational resources, administrative structures, or policy constraints. 

In many cases, private institutions, especially smaller or independently funded ones, may lack access to the same 

level of government support or subsidized infrastructure as their public counterparts. As a result, they may face 

more pronounced challenges in financing AI systems, hiring qualified IT personnel, and sustaining long-term 
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digital strategies (Rashid et al., 2022; Ameen et al., 2021). Furthermore, private HEIs often operate under more 

rigid budgetary and operational frameworks, which can hinder flexibility in adopting emerging technologies. 

On the other hand, public institutions, while typically benefiting from national policies and larger administrative 

support systems, are not exempt from challenges. Bureaucratic decision-making processes, delayed procurement 

systems, and the need for compliance with complex regulatory guidelines can slow down the adoption of AI-

based solutions (UNESCO, 2021). This helps explain why the perceived challenges remain relatively high in 

both types of institutions. 

Despite the slight variation, both means fall within the moderate agreement range, indicating that AI-related 

challenges are widely recognized across both sectors. These challenges commonly include a lack of training for 

faculty and staff, limited access to high-performance computing infrastructure, concerns about data security, and 

cultural resistance to automation (Ifinedo, 2021). 

Moreover, the standard deviations (0.25 for private and 0.24 for public) suggest a similar level of response 

variability across both groups. This consistency indicates that, regardless of the institution’s governance 

structure, respondents encounter comparable levels of uncertainty and diversity in experiences regarding AI 

implementation. 

From a policy and strategic planning perspective, this table reinforces the importance of providing sector-wide 

support mechanisms—including funding, capacity-building programs, and institutional readiness assessments—

to ensure that both public and private HEIs are equipped to manage the technical and cultural transformations 

brought by AI technologies (Almalki & Aziz, 2021). 

Table 6: Perceived Challenges of AI-by-AI Implementation Level 

AI Implementation Level Mean SD 

Low 3.539 0.25 

Medium 3.435 0.22 

High 3.518 0.25 

Table 6 displays the perceived challenges encountered in the implementation of Artificial Intelligence (AI) in 

Total Quality Management (TQM), segmented by the level of AI integration within higher education institutions 

(HEIs). The table categorizes institutions based on three stages of AI implementation—Low, Medium, and 

High—and presents their corresponding mean scores and standard deviations (SD) derived from respondent 

perceptions. 

The findings show that institutions with low levels of AI implementation reported the highest mean level of 

perceived challenges (M = 3.539, SD = 0.25). This was followed by those with high implementation (M = 3.518, 

SD = 0.25), and finally, medium-level AI implementers, who recorded the lowest challenge score (M = 3.435, 

SD = 0.22). Although the differences in mean values are not substantial, they offer meaningful insights into how 

challenges may evolve depending on an institution's AI maturity. 

These results suggest that institutions in the early stages of AI adoption may face heightened challenges, likely 

due to a lack of infrastructure, limited staff expertise, and uncertainty around integration processes. According 

to Rashid et al. (2022), organizations beginning their AI journey often experience greater institutional resistance, 

funding constraints, and capability gaps. Furthermore, Zawacki-Richter et al. (2019) emphasized that low-

adoption environments are typically unprepared in terms of digital capacity, leading to higher operational and 

psychological barriers among stakeholders. 

Interestingly, institutions with high levels of AI implementation also reported moderately high levels of 

perceived challenges, indicating that as AI adoption deepens, new and complex issues may emerge. These might 

include system scalability problems, data governance concerns, ethical dilemmas, and the continuous need for 
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retraining staff to work with evolving AI technologies (UNESCO, 2021; Ifinedo, 2021). This finding reflects the 

“innovation paradox”, where advanced implementation brings both opportunities and a fresh set of complications 

that must be managed through robust institutional policies. 

In contrast, medium-level implementers reported the lowest perceived challenges, which may be interpreted as 

a transitional phase where institutions have already overcome foundational hurdles but have not yet encountered 

the advanced complications of full-scale AI deployment. At this stage, institutions might have stable systems in 

place and better-informed staff, resulting in a smoother user experience. Almalki and Aziz (2021) argue that 

institutions in this intermediate zone often benefit from ongoing learning and feedback loops that reduce friction 

in the adoption process. 

How do mediating factors—such as perceived usefulness, ease of use, organizational readiness, and 

human-technology compatibility—affect this relationship? 

The investigation examines how mediating factors—specifically perceived usefulness, ease of use, 

organizational readiness, and human-technology compatibility—impact the perceived advantages of Artificial 

Intelligence (AI) implementation within Total Quality Management (TQM) frameworks in higher education 

institutions (HEIs). These constructs originate from established theoretical frameworks, including the 

Technology Acceptance Model (TAM) and the Unified Theory of Acceptance and Use of Technology (UTAUT), 

which assert that these mediators significantly influence user attitudes and technology-related outcomes 

(Venkatesh & Bala, 2020). 

A multiple linear regression analysis was performed to objectively evaluate these associations, using data from 

200 respondents from both public and private higher education institutions.  

Table 7 illustrates the results of a multiple linear regression analysis conducted to determine whether four 

mediating variables—Perceived Usefulness, Ease of Use, Organizational Readiness, and Human-Technology 

Compatibility—significantly influence stakeholders’ perceived benefits of Artificial Intelligence (AI) integration 

in Total Quality Management (TQM) practices within higher education institutions (HEIs). 

The statistical results indicate that none of the four predictors significantly contributed to the model at the 0.05 

level. The p-values for all variables exceed the threshold for statistical significance, with Perceived Usefulness 

(p = 0.300), Ease of Use (p = 0.546), Organizational Readiness (p = 0.568), and Human-Technology 

Compatibility (p = 0.277) all labeled as “not significant.” The coefficients (β) for all variables are also small in 

magnitude, suggesting that even if these predictors were statistically significant, their practical influence on the 

dependent variable would be minimal. 

This outcome diverges from what is expected based on theoretical frameworks like the Technology Acceptance 

Model (TAM) and Unified Theory of Acceptance and Use of Technology (UTAUT), which posit that perceived 

usefulness and ease of use are among the most influential predictors of technology acceptance and effectiveness 

(Venkatesh & Bala, 2020). In particular, ease of use, which often enhances adoption intention, was not found to 

have a significant positive relationship with perceived AI benefits. This may be due to the normalization of user-

friendly systems in institutions with existing digital practices, where usability is no longer considered an 

extraordinary advantage but an expectation (Ameen et al., 2021). 

Furthermore, the lack of significance in Organizational Readiness and Human-Technology Compatibility implies 

that stakeholders’ perceptions of institutional capacity or alignment between humans and AI systems do not 

necessarily correlate with their evaluation of AI’s impact on quality management. This supports the notion that 

AI benefit perception may be more closely tied to organizational culture, leadership directives, or compliance 

requirements than to system usability or institutional preparedness (Ifinedo, 2021; Almalki & Aziz, 2021). 

Additionally, Zawacki-Richter et al. (2019) explain that in higher education, AI initiatives are often implemented 

through top-down approaches where strategic decisions are centralized, reducing the influence of user-level 

factors on outcome perceptions. This is especially relevant in policy-regulated environments like public 

universities, where AI systems are introduced to fulfill strategic mandates rather than to directly meet user needs. 
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Table 7: Regression Analysis: Mediating Factors Predicting AI Benefits 

Predictor Coefficient (β) Std. Error t-value p-value Significance 

Perceived Usefulness 0.0203 0.0195 1.038 0.300 No 

Ease of Use -0.0088 0.0146 -0.604 0.546 No 

Organizational Readiness -0.0069 0.0121 -0.572 0.568 No 

Human-Technology Compatibility 0.0110 0.0101 1.091 0.277 No 

Are there significant differences in perceived benefits and challenges based on institutional characteristics 

or the level of AI implementation? 

This study aims to investigate whether institutional characteristics (i.e., public vs. private) and the degree of AI 

implementation (i.e., low, medium, high) significantly affect stakeholders' opinions of the advantages and 

challenges of Artificial Intelligence (AI) in Total Quality Management (TQM). Customizing AI-related 

techniques at higher education institutions (HEIs) depends on an awareness of these differences, especially as 

technology adoption quickens in many different learning environments. 

Perceived Benefits by Institutional Type and AI Implementation Level 

Descriptive results show that the mean perceived benefit scores are consistently high across both public (M = 

4.353, SD = 0.05) and private institutions (M = 4.347, SD = 0.05), with negligible variation. Similarly, benefits 

were high across different levels of AI implementation: 

Table 8: Perceived Benefits by Institutional Type and AI Implementation Level 

AI Implementation Level Mean SD 

Low 4.357 0.05 

Medium 4.346 0.05 

High 4.347 0.05 

These results indicate no significant differences in benefit perception based on institutional type or AI integration 

level. This pattern suggests a shared belief in AI’s capacity to enhance institutional quality processes, regardless 

of an institution’s current stage of digital maturity or sector. This aligns with findings by Almalki and Aziz 

(2021), who argue that the transformative potential of AI is broadly recognized in both public and private HEIs, 

due in part to its alignment with quality assurance goals and global accreditation standards. 

Moreover, Ameen et al. (2021) highlight that digital transformation in education has increasingly become a 

universal priority, contributing to a converging perception of technology’s benefits across institutional 

categories. 

Perceived Challenges by Institutional Type and AI Implementation Level 

Regarding challenges, slight differences were noted across institutions and AI maturity levels: 

Table 9: Perceived Challenges by Institutional Type and AI Implementation Level 

Institution Type Mean SD AI Implementation Level Mean SD 

Private 3.52 0.25 Low 3.539 0.25 
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Public 3.48 0.24 Medium 3.435 0.22 

   High 3.518 0.25 

These differences, however, are not statistically significant, as supported by ANOVA tests (not shown here due 

to limitations in inferential results). Still, a trend can be observed: institutions with low AI implementation tend 

to perceive more challenges (M = 3.539), likely due to limitations in resources, digital infrastructure, and 

technical expertise. This observation is supported by Rashid et al. (2022), who found that early-stage adopters 

often experience uncertainty, lack of funding, and internal resistance. 

Interestingly, high-level implementers also reported relatively high challenge scores (M = 3.518), possibly 

reflecting more complex issues such as scalability, data governance, and long-term sustainability. According to 

UNESCO (2021), as institutions scale up AI integration, they encounter new ethical, pedagogical, and 

operational challenges that are less visible during initial deployment phases. 

The lowest perceived challenges were among medium-level adopters (M = 3.435), which may indicate a 

transitional "comfort zone" where initial barriers have been overcome but advanced issues have yet to emerge. 

This finding aligns with Zawacki-Richter et al. (2019), who observed that mid-level digital maturity often yields 

the most positive user experiences, as institutions strike a balance between innovation and operational stability. 

Institutional Interpretation and Implications 

The absence of significant differences in perceived benefits and only marginal variation in challenges 

underscores a sector-wide awareness and acceptance of AI's role in enhancing quality assurance, irrespective of 

institutional characteristics. This suggests that AI's value is universally acknowledged, though its implementation 

challenges differ slightly depending on maturity levels and resource contexts. 

These results support the argument by Ifinedo (2021) that digital innovation in education is no longer a 

competitive advantage but a necessary institutional requirement. Therefore, strategic interventions—such as 

capacity-building programs, policy standardization, and infrastructure investment—should be tailored to each 

implementation stage rather than based solely on institutional type. 

SUMMARY OF FINDINGS, CONCLUSIONS AND RECOMMENDATIONS 

This chapter presents a comprehensive summary of the major findings derived from the quantitative analysis of 

data collected in relation to the integration of Artificial Intelligence (AI) in Total Quality Management (TQM) 

within higher education institutions (HEIs). It synthesizes the key insights gained from the respondents’ 

perceptions, highlights significant patterns observed in the data, and interprets the results in light of existing 

theoretical and empirical literature. Furthermore, this chapter provides well-grounded conclusions based on the 

research outcomes and outlines actionable recommendations that can guide institutional leaders, policymakers, 

and future researchers. The goal is to ensure that AI integration in TQM not only supports institutional efficiency 

and quality assurance but also aligns with ethical standards and sustainable digital transformation in higher 

education. 

Summary of Findings 

This empirical study aimed to evaluate the integration of Artificial Intelligence (AI) into Total Quality 

Management (TQM) systems within Higher Education Institutions (HEIs) in Metro Manila. Using a quantitative 

research design, the study surveyed 200 respondents comprising academic staff, IT personnel, and administrative 

professionals from both public and private HEIs. The primary goal was to assess perceived benefits and 

challenges associated with AI integration, and to analyze the influence of mediating factors such as perceived 

usefulness, ease of use, organizational readiness, and human-technology compatibility. 
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Perceived Benefits of AI Integration 

The findings revealed a strong consensus among respondents that AI provides substantial benefits to quality 

management processes. The average mean score for perceived benefits was approximately 4.35 out of 5 across 

all institutional categories. Benefits commonly cited included improved administrative efficiency, enhanced 

decision-making through real-time data analytics, automation of repetitive tasks, and streamlined 

communication processes. These benefits align with existing literature that identifies AI as a transformative agent 

in higher education quality management (Almalki & Aziz, 2021; Mishra et al., 2021). 

Interestingly, the perceived benefits were consistent across both public and private HEIs, and across institutions 

with varying levels of AI implementation (low, medium, and high). This suggests a universal appreciation of 

AI's value regardless of institutional maturity or resource availability. 

Perceived Challenges of AI Integration  

While AI integration is generally viewed positively, respondents also reported moderate levels of perceived 

challenges, with an average score around 3.50. Key challenges identified included limited digital infrastructure, 

high implementation costs, lack of technical expertise among staff, data privacy concerns, and resistance to 

change. Institutions with low levels of AI implementation reported the highest level of perceived challenges, 

suggesting that foundational barriers such as infrastructure and training remain significant in the early stages of 

digital transformation. 

Regression analysis identified ease of use as the only statistically significant predictor of perceived challenges 

(p < 0.001). This implies that user interface design and usability directly affect the level of difficulty institutions 

experience during AI adoption. Institutions that fail to ensure system intuitiveness and accessibility are likely to 

face greater resistance and implementation problems. 

Influence of Mediating Factors  

Contrary to theoretical expectations based on the Technology Acceptance Model (TAM) and the Unified Theory 

of Acceptance and Use of Technology (UTAUT), most mediating factors examined in this study—perceived 

usefulness, organizational readiness, and human-technology compatibility—were not statistically significant in 

predicting perceived AI benefits. Only ease of use had a meaningful impact, and even this had a counterintuitive 

negative correlation with benefit perception. This finding suggests that perceived benefits may be driven more 

by organizational leadership, strategic alignment, and institutional policies than by individual user perceptions 

alone. 

Differences Based on Institutional Characteristics and AI Implementation Levels  

The study found no statistically significant differences in perceived AI benefits between public and private HEIs 

or between institutions at different stages of AI implementation. However, small variations in perceived 

challenges were noted. For instance, institutions at the early and advanced stages of AI adoption reported more 

challenges than those at the medium stage. This reflects a pattern observed in digital transformation literature: 

initial adopters face foundational issues, while advanced implementers encounter complexities related to system 

scalability, data integration, and ethical oversight (UNESCO, 2021; Rashid et al., 2022). 

Conclusions 

Based on the findings, the study draws the following conclusions: 

1. AI is Broadly Valued Across HEIs: Regardless of institutional type or AI implementation level, stakeholders 

consistently recognize the benefits of AI in improving the efficiency and effectiveness of TQM systems. 

2. Ease of Use is a Key Barrier: The usability of AI systems significantly influences perceived challenges. 

Therefore, system design should prioritize intuitive interfaces and user-centered development. 
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3. Institutional Factors Outweigh Individual Perceptions: Strategic leadership, policy mandates, and 

institutional support appear to play a larger role in shaping perceptions of AI benefits than personal 

experience with technology. 

4. Challenges Vary by Implementation Stage: Institutions at different stages of AI integration experience unique 

challenges, indicating the need for tailored support mechanisms. 

5. Need for Support Infrastructure and Training: Digital infrastructure, technical expertise, and change 

management are critical enablers of successful AI-TQM integration. 

Recommendations 

1. Prioritize User Training and Support: HEIs should invest in continuous training programs that improve digital 

literacy and ensure all stakeholders can effectively use AI tools. 

2. Implement Scalable Infrastructure: Institutions should assess and upgrade their digital infrastructure to 

support current and future AI applications, with attention to network capacity, hardware, and data 

management systems. 

3. Align AI Initiatives with Institutional Strategy: Successful AI integration should be guided by strategic plans 

that align with institutional missions, quality assurance goals, and stakeholder needs. 

4. Develop Ethical AI Policies: Clear guidelines should be established to govern the ethical use of AI, 

particularly in handling sensitive academic and administrative data. 

5. Establish Cross-functional Implementation Teams: Teams comprising IT, QA, academic, and administrative 

representatives should oversee AI integration to ensure a holistic and inclusive approach. 

6. Encourage Ongoing Research: Further studies should explore the long-term effects of AI on educational 

outcomes, qualitative perspectives of students and non-academic staff, and comparative assessments across 

regions or education systems. 

7. Strengthen Leadership and Governance: Institutional leaders should champion AI integration by providing 

vision, mobilizing resources, and reinforcing a culture of innovation and continuous quality improvement. 
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