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ABSTRACT 

In this study, two-auxiliary exponential type estimators of finite population mean in Two-phase are proposed.  

The proposed estimators are extension of (1) estimator finite population mean in SRS to Two-phase sampling. 

The study investigated efficiency of the proposed estimators by utilizing the ratio of bias to standard error 

(RBSE) as a proxy to examine confidence limits for estimates. The expressions for the bias and Mean Square 

Error (MSE) of the estimators were derived. A comprehensive simulation study was carried out to show the 

efficacy of the estimators as compared to conventional estimators using Coefficient of Variation as a 

performance measure. Furthermore, a small sample from real data set was utilized to validate the performance 

of proposed estimators under two varying correlation coefficients amongst variables in the parameter space. 

The results of both the simulation study and real life studies have shown that the proposed estimators were not 

only asymptotic, more efficient but produces estimates that are more precise than most of the existing 

estimators considered in this study. 

Keywords: Bias, Correlation Coefficient, Asymptotic Relative Efficiency, Ratio of Bias to Standard Error, 

Regression Estimators. 

INTRODUCTION 

In survey sampling, estimators are widely used within the design-based mode of inference both at the design 

and estimation stages for large-scale surveys (2). There are situations whereby single-auxiliary estimators of 

finite population characteristics, may not be efficient (3). In such situations there may be need to utilize multi-

auxiliary variables that are correlated with the study variable in order to improve the sampling design and 

estimation. It may also be of interest to combine sampling techniques in a single survey in order to obtain the 

desired information, (4). 

Basically, is known that the use of auxiliary information in survey sampling improves the precision of 

estimates of population parameters such as population total, population mean, population proportion, and so on 

(5). The usual estimators that use auxiliary information are the traditional ratio, product and regression 

estimators respectively as well as their improved or hybrid versions. When there is a positive correlation 

between the study variable and the auxiliary variable, the use of the classical ratio estimator is appropriate. On 

the other hand, if the correlation is negative, classical product estimator is preferable. Conversely, the 

regression estimator is used to estimate the population characteristics of interest when the regression line of the 

study variable and the auxiliary variable does not pass through the origin, but makes an intercept along the y-

axis. 

According to (6), John Graunt is believed to be the first to use auxiliary information in the 1660s for estimating 

the population England. Detailed work on auxiliary information were established in the work by (7), not 

forgetting the work on the classical ratio estimator by (8). (9) noted that the estimation of population 

parameters with greater precision is a relentless matter in sampling theory and that the precision of estimates 

can be improved by increasing the sample size but at the expense of the benefits of sampling hence the use of 
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auxiliary information. In many practical situations, the regression line does not pass through the origin. As 

such the ratio and product estimators do not perform equally well as compared to the regression estimator. For 

this reason, many authors such as (10), (11), (12) among many others have suggested modified ratio estimators 

in order to provide better alternatives. Recently, the use of auxiliary variable has enjoyed a boost due to 

exponentiation of the auxiliary variable in the work of (13), (14), (15), and so on. (16) introduced 

modifications of the exponential ratio estimator by using some transformations of the auxiliary variables.  

Exponentiation is widely applicable to ratio, product and regression estimators or a mixture (hybrid) of these, 

and appears to improve the precision of parameter estimates even when the relation between the study variable 

and the auxiliary variable is weak. 

Under many sampling schemes, several exponential estimators, using the population information of the 

auxiliary variable, have been developed. However, if the information on the population mean of auxiliary 

variable is not readily available, two-phase (double) sampling method is the most appropriate sampling scheme 

to be adopted. It is cost effective, and is typically used when it is expensive to collect data on the variable of 

interest but relatively cheaper to collect variables that are correlated. If the population mean, 𝑋̅ of the auxiliary 

variable 𝑥 is not known prior to the commencement of the survey, then it is appropriate to employ the two-

phase sampling scheme. The following authors have proposed improved versions of the ratio exponential, 

regression exponential, or a regression-cum-ratio exponential type estimators using one or more auxiliary 

variables under double sampling,  and these include the works by (17), (18). Taking a cue from the work of 

(19), (20) developed a computational approach to generalized estimator of population mean in double 

sampling using correlation coefficient between the study variable and the auxiliary variable. This generalized 

ratio estimator is a product of the mean of the study variable, the ratio estimator and suitable chosen constants 

such that their sum equals unity. This generalized estimator performed better than the sample mean, the 

classical ratio and the (19) estimators respectively, in terms of minimum mean square error. Another 

interesting hybrid estimator of finite population mean under Two-phase sampling is that of (21).  This 

Regression-cum-ratio estimator takes advantage of the fact that it is easy to construct regression equation of 𝑦 

against 𝑥 or 𝑦 against 𝑧 and using the known correlation coefficients between the auxiliary variables as 

additive factor to the second variable. The study examines the possibilities of different forms of auxiliary 

information derived from the remote sensing data in two phase sampling design and suggest an appropriate 

estimator that will be of broad interest and application.  

Recently, (15) constructed an estimator of finite population mean in Two-phase sampling for stratification 

using the idea of chain-ratio estimators. The new improved estimator performed better than some selected 

unbiased standard estimators both in theoretical, natural and simulated populations. Similarly, (22) developed 

an   efficient   exponential   chain   ratio   estimator   for estimating   finite   population   mean   of   the   study   

character   using imputation   of   missing   data   under   two-phase   sampling. While (23) proposed mixed 

estimators of finite population mean in Two-phase sampling using two auxiliary variables, they cautioned that 

purpose of mixture and conditions for which the individual estimators are developed must be stated and 

efficiency must be the target. (24) in their study proposed ratio-in-regression estimator of the mean using mean 

of the study and the auxiliary variables together with the rank of the auxiliary variable. In Two-phase 

sampling. 

Apart from using the usual MSE of an estimator, which is the sum of the variance and the square of the bias 

(measures both accuracy and precision), the study deploy the ratio of bias to standard error (RBSE) to ensure 

that the best estimators are not only those whose estimates minimum MSEs or CVs but also are within 

confidence limits. The study also investigated asymptotic properties of the proposed estimators. 

MATERIALS AND METHODS 

Description of two-phase sampling design 

Consider a finite population of N units, 𝑦𝑖 ,  𝑥𝑖 and 𝑧𝑖 (𝑖 = 1, 2, … , 𝑛), denote the values of the 𝑖𝑡ℎunit of the 

characters 𝑌, 𝑋 and 𝑍 respectively. Here, y is our variable of interest (study variable), x and z are the auxiliary 
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variables that can be correlated with our variable of interest. Let 𝑆′ be the first phase sample of size 𝑛′ from 

the population of size 𝑁 according to a simple random sampling without replacement (𝑠𝑟𝑠𝑤𝑜𝑟) scheme, and 

𝑥̅′, 𝑧̅′,the sample means of the two auxiliary variables are observed. Let 𝑆 be the second phase sample of size 𝑛 

from the first phase sample  (𝑛 < 𝑛′), and y, x, and z are observed.  We also define: 𝝆𝑯𝑯𝑯: The parameter 

subspace,  (0.7 < 𝜌1, 𝜌2, 𝜌3 < 1) and 𝝆𝑯𝑳𝑳 : the parameter subspace, (0 < 𝜌2, 𝜌3 < 0.5 ∪ 0.7 < 𝜌1 < 1), 

where, 𝝆𝟏:  Correlation coefficient between Y and Z, 𝝆𝟐: Correlation coefficient between X and Z, 𝝆𝟑: 

Correlation coefficient between Y and X. 

Expectation under Two-Phase Sampling 

We define the relative error in the first phase as follows:   

𝑒𝑥′ =
𝑥̅′ − 𝑋̅

𝑋̅
  𝑎𝑛𝑑 𝑒𝑧′ =

𝑧̅′ − 𝑍̅

𝑍̅
                                                                       (1) 

Thus,  

𝑥̅′ = (1 + 𝑒𝑥′)𝑋̅ and 𝑧̅′ = (1 + 𝑒𝑧′)𝑍 ̅                                                            (2) 

𝐸(𝑒𝑥) = 𝐸(𝑒𝑦) = 𝐸(𝑒𝑧) = 𝐸(𝑒𝑥′) = 𝐸(𝑒𝑧′) = 0;  𝐸(𝑒𝑦
2) = 𝜃2𝐶𝑦

2;  𝐸(𝑒𝑥′
2 ) = 𝜃1𝐶𝑥

2;  𝐸(𝑒𝑥
2) = 𝜃2𝐶𝑥

2;  𝐸(𝑒𝑧′
2 )

= 𝜃1𝐶𝑧
2;  𝐸(𝑒𝑧

2) = 𝜃2𝐶𝑧
2;  𝐸(𝑒𝑦𝑒𝑥′) = 𝜃1𝜌𝑦𝑥𝐶𝑥𝐶𝑦;  𝐸(𝑒𝑦𝑒𝑥) = 𝜃2𝜌𝑦𝑥𝐶𝑥𝐶𝑦;  𝐸(𝑒𝑦𝑒𝑧′)

= 𝜃1𝜌𝑦𝑧𝐶𝑦𝐶𝑧;  𝐸(𝑒𝑦𝑒𝑧) = 𝜃2𝜌𝑦𝑧𝐶𝑦𝐶𝑧;  𝐸(𝑒𝑥𝑒𝑥′) = 𝜃1𝐶𝑥
2;  𝐸(𝑒𝑥′𝑒𝑧′) = 𝜃1𝜌𝑥𝑧𝐶𝑥𝐶𝑧;  𝐸(𝑒𝑥′𝑒𝑧)

= 𝜃1𝜌𝑥𝑧𝐶𝑥𝐶𝑧;  𝐸(𝑒𝑥𝑒𝑧) = 𝜃2𝜌𝑥𝑧𝐶𝑥𝐶𝑧;  𝐸(𝑒𝑥𝑒𝑧′) = 𝜃1𝜌𝑥𝑧𝐶𝑥𝐶𝑧; 𝑎𝑛𝑑 𝐸(𝑒𝑧′𝑒𝑧)

= 𝜃1𝐶𝑧
2                                                 (3) 

where, 

𝜃1 =
1

𝑛′
−

1

𝑁
  and  𝜃2 =

1

𝑛
−

1

𝑛′
                                                                                        

are the sampling fractions for the first and second sampling fractions respectively, (20). 

EXISTING ESTIMATORS IN LITERATURE 

(i) Classical regression estimator in two-phase sampling (8) 

𝑦̅𝑙𝑟.𝑑𝑠 = 𝑦̅ + 𝑏𝑦,𝑥(𝑥̅′ − 𝑥̅)                                                                          (4) 

𝑀𝑆𝐸(𝑦̅𝑙𝑟.𝑑𝑠) = 𝑌̅2𝐶𝑦
2(𝜃2 − 𝜃1𝜌𝑦,𝑥

2 )                                                                     (5) 

(ii) Regression type estimator in two-phase sampling 

The (25) regression type estimator for two-phase sampling is an extension of (26) estimator in survey 

sampling. It is given as: 

𝑦̅𝐻(2).𝑑𝑠 = {𝑦̅ + 𝑘1(𝑥̅′ − 𝑥̅)} {𝑘2

𝑧̅′

𝑧̅
+ (1 − 𝑘2)

𝑧̅

𝑧̅′
}                                  (6) 

−∞ ≤ 𝑘1 ≤ ∞;   0 ≤ 𝑘2 ≤ 1  

𝐵𝑖𝑎𝑠(𝑦̅𝐻(2).𝑑𝑠) = (𝜃2 − 𝜃1)𝐶𝑧{𝑘2𝑌̅𝐶𝑧 + (𝑌̅𝐶𝑦𝜌𝑦𝑧 − 𝑘1𝑋̅𝐶𝑥𝜌𝑥𝑧)}(1 − 2𝑘2)    (7) 
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𝑀𝑆𝐸(𝑦̅𝐻(2).𝑑𝑠) = 𝑌̅2𝐶𝑦
2{𝜃2 − (𝜃2 − 𝜃1)[1 − (1 − 𝜌𝑦𝑧

2 )(1 − 𝜌𝑦𝑥.𝑧
2 )]}                (8) 

where: 

              𝑘1 =
𝑌̅𝐶𝑦(𝜌𝑦𝑥 − 𝜌𝑥𝑧𝜌𝑦𝑧)

𝑋̅𝐶𝑥(1 − 𝜌𝑥𝑧
2 )

;    𝑘2 =
1

2
{1 +

𝐶𝑦

𝐶𝑧
[
𝜌𝑦𝑧 − 𝜌𝑦𝑥𝜌𝑥𝑧

(1 − 𝜌𝑥𝑧
2 )

]} 

(iii) Ratio-chain type exponential estimator 

Motivated by (27), (28) suggested the modified exponential ratio estimator to estimate finite population mean 

of study variable 𝑦 in presence of two auxiliary variables, 𝑥 and 𝑧. This estimator is given by 

𝑦̅𝑌𝑈𝑆.𝑑𝑠 = 𝑦̅exp [
𝑥̅′ (𝑎𝑍̅ − 𝑏)

(𝑎𝑧̅ − 𝑏)
− 𝑥̅

𝑥̅′ (𝑎𝑍̅ − 𝑏)
(𝑎𝑧̅ − 𝑏)

+ 𝑥̅

]                                                               (9) 

𝐵𝑖𝑎𝑠(𝑦̅𝑌𝑈𝑆.𝑑𝑠) = 𝑌̅ [
1

2
(

1 − 𝑓

𝑛
) 𝐶𝑥

2 (
3

4
− 𝐾𝑦𝑥) −

1

2
(

1 − 𝑓′

n′
)   

∗ (
3

4
𝐶𝑥

2 −
5

4
𝜃0

2𝐶𝑧
2 − 𝜌𝑦𝑥𝐶𝑦𝐶𝑥                                      

+𝜃0𝜌𝑦𝑧𝐶𝑦𝐶𝑧 − 𝜃0𝜌𝑥𝑧𝐶𝑥𝐶𝑧)]                        (10) 

𝑀𝑆𝐸(𝑦̅𝑌𝑈𝑆.𝑑𝑠) = 𝑌̅2 ⌈(
1 − 𝑓

𝑛
) 𝐶𝑦

2 +
1

4
(

1 − 𝑓′′

n
) 𝐶𝑥

2(1 − 4𝐾𝑦𝑥) − (
1 − 𝑓′

n′
) 𝜌𝑦𝑧

2 𝐶𝑦
2]                                    (11) 

where: 

𝜃0 =
2𝜌𝑦𝑥𝐶𝑦𝐶𝑧

𝐶𝑧
2 = 2𝐾𝑦𝑧,  𝑓 =

𝑛

𝑁
; 𝑓′ =

𝑛′

𝑁
, and 𝑓′′ =

𝑛

𝑛′. 

(iv) Exponential Chain ratio-type estimator in double sampling 

(29) proposed a class of improved exponential chain ratio and product-type estimators of finite population 

mean 𝑌̅ under Double (Two-phase) sampling scheme. The exponential chain ratio type estimator is given by: 

𝑦̅𝐾𝑆𝐶.𝑑𝑠 = 𝑦̅exp [
(

𝑥̅′

𝑥̅
)

𝛼 (𝑎𝑧̅ + 𝑏)
(𝑎𝑧̅′ + 𝑏)

− 1

(
𝑥̅′

𝑥̅ )
𝛼 (𝑎𝑧̅ + 𝑏)

(𝑎𝑧̅′ + 𝑏)
+ 1

]                             (12) 

where, 𝑎 and 𝑏 are suitably chosen constants. The bias of the exponential chain ratio estimator is given as: 

𝐵𝑖𝑎𝑠(𝑦̅𝐾𝑆𝐶.𝑑𝑠) = 𝑌̅ [(
𝛼2

8
+

𝛼

4
) 𝜆3𝐶𝑥

2 +
3

8
𝜃0

2𝜆2𝐶𝑧
2

−
𝛼

2
𝜆3𝜌𝑦𝑥𝐶𝑦𝐶𝑥  −

𝜃0

2
𝜆2𝜌𝑦𝑧𝐶𝑦𝐶𝑧]                                              (13) 
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𝑀𝑆𝐸(𝑦̅𝐾𝑆𝐶) = 𝑌̅2 [𝜆1𝐶𝑦
2 +

𝛼2𝐶𝑥
2

4
𝜆3 +

𝜃0
2𝜆2𝐶𝑧

2

4
− 𝜆3𝜌𝑦𝑥𝐶𝑦𝐶𝑥 − 𝜃0𝜆2𝜌𝑦𝑧𝐶𝑦𝐶𝑧] (14) 

where, 

𝛼 = 2𝐾𝑦,𝑥 = 2𝜌𝑦𝑥

𝐶𝑦

𝐶𝑥
;   𝜃0 = 2𝐾𝑦,𝑧 = 2𝜌𝑦𝑧

𝐶𝑦

𝐶𝑧
 

4. Proposed Estimator under Two-phase Sampling Scheme 

By extending the [29] estimator of finite population mean in SRS, we propose the following hybrid 

exponential type regression-cum-ratio estimators of finite population mean in Two-phase random sampling 

under two conditions. 

Case I: Proposed estimator under Two-phase sampling when auxiliary variables are not transformed 

When the auxiliary variables are not transformed, our proposed alternative hybrid regression-cum-ratio 

exponential type estimator under of population mean under Two-phase sampling without replacement is given 

by: 

𝑦̅𝑢𝑣.𝑑𝑠 = [𝑦̅ + 𝛽2(𝑧̅′ − 𝑧̅)] exp [𝛼2 (
𝑥̅′ − 𝑥̅

𝑥̅′ + 𝑥̅
)]                                 (15) 

where, 𝛽2 and 𝛼2 are suitably constants which minimize the MSE of 𝑦̅𝑢𝑣.𝑑𝑠. 

We define: 

We define the relative error in the first phase as follows:   

𝑒𝑥′ =
𝑥̅′−𝑋̅

𝑋̅
  𝑎𝑛𝑑 𝑒𝑧′ =

𝑧̅′−𝑍

𝑍
 ; 𝑥̅′ = (1 + 𝑒𝑥′)𝑋̅ and 𝑧̅′ = (1 + 𝑒𝑧′);                                   (16) 

Theorem 1: 

The bias of the proposed alternative hybrid regression-cum-ratio exponential type estimator under Two-phase 

sampling without replacement when the variables are not transformed is given by: 

𝐵𝑖𝑎𝑠(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅ [
1

8
𝛼2

2(𝜃2 − 𝜃1)𝐶𝑥
2 −

1

2
𝛼2(𝜃2 − 𝜃1)𝜌𝑦𝑥𝐶𝑥𝐶𝑦]

+
1

2
𝛼2𝛽2𝑍̅[(𝜃2 − 𝜃1)𝜌𝑥𝑧𝐶𝑥𝐶𝑧]                                                                       (17) 

Proof of Theorem 1: 

Consider the expression in equation (15) above. Inserting the appropriate definitions of section 2 into the 

following expression, we have: 

𝑦̅𝑢𝑣.𝑑𝑠 = {(1 + 𝑒𝑦)𝑌̅ + 𝛽2[(1 + 𝑒𝑧′)𝑍̅ − (𝑍̅ + 𝑍̅𝑒𝑧)]} exp {𝛼2 [
(1 + 𝑒𝑥′)𝑋̅ − (1 + 𝑒𝑥)𝑋̅

(1 + 𝑒𝑥′)𝑋̅ + (1 + 𝑒𝑥)𝑋̅
]}    

 = {(1 + 𝑒𝑦)𝑌̅ + 𝛽2[(𝑍̅ + 𝑍̅𝑒𝑧′) − (𝑍̅ + 𝑍̅𝑒𝑧)]}  ∗ exp {𝛼2 [
(1 + 𝑒𝑥′ − 1 − 𝑒𝑥)𝑋̅

(1 + 𝑒𝑥′ + 1 + 𝑒𝑥)𝑋̅
]} 
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= {(𝑌̅ + 𝑌̅𝑒𝑦) + 𝛽2[𝑍̅ + 𝑍̅𝑒𝑧′ − 𝑍̅ − 𝑍̅𝑒𝑧]} ∗ exp {
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) (1 +

𝑒𝑥′ + 𝑒𝑥

2
)

−1

} 

= [(𝑌̅ + 𝑌̅𝑒𝑦) + 𝛽2𝑍̅(𝑒𝑧′ − 𝑒𝑧)] exp [
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥)]                             (17𝑎) 

Expanding the exponential part of (17a) gives: 

= [(𝑌̅ + 𝑌̅𝑒𝑦) + 𝛽2𝑍̅(𝑒𝑧′ − 𝑒𝑧)] [1 +
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) +

1

2!
.
1

4
𝛼2

2(𝑒𝑥′ − 𝑒𝑥)2 + ⋯ ] 

𝑦̅𝑢𝑣.𝑑𝑠 − 𝑌̅ = 𝑌̅ [
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) +

1

8
𝛼2

2(𝑒𝑥′
2 − 2𝑒𝑥′𝑒𝑥 + 𝑒𝑥

2) + 𝑒𝑦 +
1

2
𝛼2(𝑒𝑥′𝑒𝑦 − 𝑒𝑥𝑒𝑦)]

+ 𝛽2𝑍̅ {𝑒𝑧′ − 𝑒𝑧 +
1

2
𝛼2(𝑒𝑥′𝑒𝑧′ − 𝑒𝑥𝑒𝑧′)

−
1

2
𝛼2(𝑒𝑥′𝑒𝑧 − 𝑒𝑥𝑒𝑧)}                                                           (17𝑏) 

Taking expectation on both sides of (17b) and applying the definitions in  (3) gives 

𝐵𝑖𝑎𝑠(𝑦̅𝑢𝑣.𝑑𝑠) = 𝐸(𝑦̅𝑡𝑝𝑢 − 𝑌̅) 

= 𝑌̅ [
1

2
𝛼2𝐸(𝑒𝑥′ − 𝑒𝑥) +

1

8
𝛼2

2𝐸(𝑒𝑥′
2 − 2𝑒𝑥′𝑒𝑥 + 𝑒𝑥

2) + 𝐸(𝑒𝑦) +
1

2
𝛼2𝐸(𝑒𝑥′𝑒𝑦 − 𝑒𝑥𝑒𝑦)] 

+𝛽2𝑍̅ [𝐸(𝑒𝑧′) − 𝐸(𝑒𝑧) +
1

2
𝛼2𝐸(𝑒𝑥′𝑒𝑧′ − 𝑒𝑥𝑒𝑧′) 

−
1

2
𝛼2𝐸(𝑒𝑥′𝑒𝑧 − 𝑒𝑥𝑒𝑧)]                                              

= 𝑌̅ [
1

8
𝛼2

2(𝜃2 − 𝜃1)𝐶𝑥
2 −

1

2
𝛼2(𝜃2 − 𝜃1)𝜌𝑦𝑥𝐶𝑥𝐶𝑦] + 𝛽2𝑍̅ [

1

2
𝛼2(𝜃2 − 𝜃1)𝜌𝑥𝑧𝐶𝑥𝐶𝑧] 

𝐵𝑖𝑎𝑠(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅ [
1

8
𝛼2

2(𝜃2 − 𝜃1)𝐶𝑥
2 −

1

2
𝛼2(𝜃2 − 𝜃1)𝜌𝑦𝑥𝐶𝑥𝐶𝑦] 

+
1

2
𝛼2𝛽2𝑍̅[(𝜃2 − 𝜃1)𝜌𝑥𝑧𝐶𝑥𝐶𝑧]                             

Theorem 2: 

The Mean Square Error (MSE) of the alternative hybrid regression-ratio exponential type estimator finite 

population mean under Two-phase sampling without replacement is given by:   

𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅2𝐶𝑦
2(𝜌𝑥𝑧

2 − 1)−1[(𝜌𝑦𝑥
2 + 𝜌𝑦𝑧

2 − 2𝜌𝑦𝑥
2 𝜌𝑥𝑧

2 𝜌𝑦𝑧
2 )(𝜃2 − 𝜃1)+(𝜌𝑥𝑧

2 − 1)𝜃2];   𝜌𝑦,𝑥,

𝜌𝑥,𝑧,   𝜌𝑦,𝑧 ≠ ±1                                                                                                        (18) 

Proof of Theorem 2: 

To find the MSE we square both sides of (17a) and take expectations. 
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(𝑦̅𝑢𝑣.𝑑𝑠 − 𝑌̅)2 = {𝑌̅ [
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) +

1

8
𝛼2

2(𝑒𝑥′
2 − 2𝑒𝑥′𝑒𝑥 + 𝑒𝑥

2) + 𝑒𝑦 +
1

2
𝛼2(𝑒𝑥′𝑒𝑦 − 𝑒𝑥𝑒𝑦)]

+ 𝛽2𝑍̅ [𝑒𝑧′ − 𝑒𝑧 +
1

2
𝛼2(𝑒𝑥′𝑒𝑧′ − 𝑒𝑥𝑒𝑧′) −

1

2
𝛼2(𝑒𝑥′𝑒𝑧 − 𝑒𝑥𝑒𝑧)]}

2

 

= {𝑌̅ [
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) + 𝑒𝑦] + 𝛽2𝑍̅[𝑒𝑧′ − 𝑒𝑧]}

2

 

= 𝑌̅2 [
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) + 𝑒𝑦]

2

+ 2𝛽2𝑌̅𝑍̅ [
1

2
𝛼2(𝑒𝑥′ − 𝑒𝑥) + 𝑒𝑦] [𝑒𝑧′ − 𝑒𝑧] 

+𝛽2
2𝑍̅2[𝑒𝑧′ − 𝑒𝑧]2 

𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠) = 𝐸(𝑦̅𝑡𝑝𝑢 − 𝑌̅)
2
 

= 𝑌̅2 [
1

4
𝛼2

2𝐸(𝑒𝑥′
2 − 2𝑒𝑥′𝑒𝑥 + 𝑒𝑥

2) + 𝛼2𝐸(𝑒𝑥′𝑒𝑦 − 𝑒𝑥𝑒𝑦) + 𝐸(𝑒𝑦
2)]

+ 2𝛽2𝑌̅𝑍̅ [
1

2
𝛼2𝐸(𝑒𝑥′𝑒𝑧′ − 𝑒𝑥′𝑒𝑧 − 𝑒𝑥𝑒𝑧′ + 𝑒𝑥𝑒𝑧) + 𝐸(𝑒𝑦𝑒𝑧′ − 𝑒𝑦𝑒𝑧)]

+ 𝛽2
2𝑍̅2𝐸(𝑒𝑧′

2 − 2𝑒𝑧′𝑒𝑧 + 𝑒𝑧
2) 

= 𝑌̅2 [
1

4
𝛼2

2𝐶𝑥
2(𝜃2 − 𝜃1) − 𝛼2𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃2 − 𝜃1) + 𝐶𝑦

2𝜃2]

+ 2𝛽2𝑌̅𝑍̅ [
1

2
𝛼2𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃2 − 𝜃1) − 𝜌𝑦𝑧𝐶𝑦𝐶𝑧(𝜃2 − 𝜃1)] + 𝛽2

2𝑍̅2𝐶𝑧
2(𝜃2 − 𝜃1) 

Therefore, 

𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅2 [
1

4
𝛼2

2𝐶𝑥
2(𝜃2 − 𝜃1) − 𝛼2𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃2 − 𝜃1) + 𝐶𝑦

2𝜃2]

+ 2𝛽2𝑌̅𝑍̅ [
1

2
𝛼2𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃2 − 𝜃1) − 𝜌𝑦𝑧𝐶𝑦𝐶𝑧(𝜃2 − 𝜃1)]

+ 𝛽2
2𝑍̅2𝐶𝑧

2(𝜃2 − 𝜃1)                                                                                                            (19) 

Theorem 3 

The values of 𝛼2 and 𝛽2 that minimizes the MSE of the proposed estimator, 𝑦̅𝑡𝑝𝑢, in two-phase sampling when 

the supplementary variables are not transformed are given by: 

𝛼2 =
2(𝑌̅𝜌𝑦𝑥𝐶𝑦 − 𝛽2𝑍̅𝜌𝑥𝑧𝐶𝑧)  

𝑌̅𝐶𝑥

 and 𝛽2 =
𝑌̅ 𝐶𝑦(𝜌𝑦𝑥𝜌𝑥𝑧 − 𝜌𝑦𝑧)

𝑍̅𝐶𝑧(𝜌𝑥𝑧
2 − 1)

                   (20) 

Proof of Theorem 3: 

In order to find the optimum values of 𝛼2 and 𝛽2 that minimize the MSE, we differentiate Equation (19) 

partially with respect to 𝛼2 and 𝛽2 and equate to zero. 
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𝜕𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠)

𝜕𝛼2
= 𝑌̅2 [

1

2
𝛼2𝐶𝑥

2(𝜃2 − 𝜃1) − 𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃2 − 𝜃1)]  + 2𝛽2𝑌̅𝑍̅ [
1

2
𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃2 − 𝜃1)] = 0   

𝑌̅2 [
1

2
𝛼2𝐶𝑥

2(𝜃2 − 𝜃1) − 𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃2 − 𝜃1)] + 2𝛽2𝑌̅𝑍̅ [
1

2
𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃2 − 𝜃1)] = 0    

𝑌̅2 [
1

2
𝛼2𝐶𝑥 − 𝜌𝑦𝑥𝐶𝑦] + 2𝛽2𝑌̅𝑍̅ [

1

2
𝜌𝑥𝑧𝐶𝑧] = 0    

𝛼2 =
2(𝑌̅𝜌𝑦𝑥𝐶𝑦 − 𝛽2𝑍̅𝜌𝑥𝑧𝐶𝑧)  

𝑌̅𝐶𝑥

                                         (21) 

𝜕𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠)

𝜕𝛽2
= 2𝑌̅𝑍̅ [

1

2
𝛼2𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃2 − 𝜃1) − 𝜌𝑦𝑧𝐶𝑦𝐶𝑧(𝜃2 − 𝜃1)] + 2𝛽2𝑍̅2𝐶𝑧

2(𝜃2 − 𝜃1) = 0  

2𝛽2𝑍̅𝐶𝑧 = −𝑌̅(𝛼2𝜌𝑥𝑧𝐶𝑥 − 2𝜌𝑦𝑧𝐶𝑦) 

𝛽2 = −
1

2

𝑌̅(𝛼2𝜌𝑥𝑧𝐶𝑥 − 2𝜌𝑦𝑧𝐶𝑦)

𝑍̅𝐶𝑧

                                                    (22𝑎) 

𝛽2 =
𝑌̅𝜌𝑦𝑥𝜌𝑥𝑧𝐶𝑦 − 𝑌̅𝜌𝑦𝑧𝐶𝑦

𝑍̅𝜌𝑥𝑧
2 𝐶𝑧 − 𝑍̅𝐶𝑧

 

Therefore, 

𝛽2 =
𝑌̅ 𝐶𝑦(𝜌𝑦𝑥𝜌𝑥𝑧 − 𝜌𝑦𝑧)

𝑍̅𝐶𝑧(𝜌𝑥𝑧
2 − 1)

                                                                       (22𝑏) 

Putting (21) and (22b) into (19), and simplifying using maple, we have 

𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅2 [
1

4
𝛼2

2𝐶𝑥
2(𝜃2 − 𝜃1) − 𝛼2𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃2 − 𝜃1) + 𝐶𝑦

2𝜃2]

+ 2𝛽2𝑌̅𝑍̅ [
1

2
𝛼2𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃2 − 𝜃1) − 𝜌𝑦𝑧𝐶𝑦𝐶𝑧(𝜃2 − 𝜃1)] + 𝛽2

2𝑍̅2𝐶𝑧
2(𝜃2 − 𝜃1)  

     

=
𝑌̅2𝐶𝑦

2

𝜌𝑥𝑧
2 − 1

[−2𝜌𝑦𝑥
2 𝜌𝑥𝑧

2 𝜌𝑦𝑧
2 (𝜃2 − 𝜃1) + 𝜌𝑦𝑥

2 (𝜃2 − 𝜃1) + 𝜌𝑦𝑧
2 (𝜃2 − 𝜃1) + (𝜌𝑥𝑧

2 − 1)𝜃2] 

Therefore, 

𝑀𝑆𝐸(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅2𝐶𝑦
2(𝜌𝑥𝑧

2 − 1)−1[(𝜌𝑦𝑥
2 + 𝜌𝑦𝑧

2 − 2𝜌𝑦𝑥
2 𝜌𝑥𝑧

2 𝜌𝑦𝑧
2 )(𝜃2 − 𝜃1) +(𝜌𝑥𝑧

2 − 1)𝜃2]; 𝜌𝑥𝑧 , 𝜌𝑦𝑧 , 𝜌𝑦𝑥  ≠ ±1 

Recall again from (17) that: 

𝐵𝑖𝑎𝑠(𝑦̅𝑢𝑣.𝑑𝑠) = 𝑌̅ [
1

8
𝛼2

2(𝜃2 − 𝜃1)𝐶𝑥
2 −

1

2
𝛼2(𝜃2 − 𝜃1)𝜌𝑦𝑥𝐶𝑥𝐶𝑦]

+
1

2
𝛼2𝛽2𝑍̅[(𝜃2 − 𝜃1)𝜌𝑥𝑧𝐶𝑥𝐶𝑧]                               
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Therefore, inserting the values of (21) and (22b) into the above and simplifying using maple gives us: 

𝐵𝑖𝑎𝑠(𝑦̅𝑢𝑣.𝑑𝑠) = −
1

2

𝑌̅𝐶𝑦
2(𝜃2 − 𝜃1) 

(𝜌𝑥𝑧
2 − 1)2

(𝜌𝑥𝑧𝜌𝑦𝑧 − 𝜌𝑦𝑥)
2

;  𝜌𝑥𝑧 ≠ 1                    (23) 

Case II: Proposed estimator in Two-Phase random sampling when auxiliary variables are transformed. 

The proposed estimator when the variables are transformed is given as: 

𝑦̅𝑡𝑣.𝑑𝑠 = [𝑦̅ + 𝛽3(𝑧̅∗ − 𝑧̅′)] exp [𝛼3 (
𝑥̅∗ − 𝑥̅′

𝑥̅′ + 𝑥̅∗
)]                                             (24) 

where, 𝛼3 and 𝛽3 are determined such that the MSE of 𝑦̅𝑡𝑝𝑡 is minimized. 

Theorem 4 

The bias of the hybrid regression-cum-ratio exponential type estimator using SRSWOR, under two-phase 

sampling when the auxiliary variables are transformed is given by: 

𝐵𝑖𝑎𝑠(𝑦̅𝑡𝑣.𝑑𝑠) = 𝑌̅ [
1

8
𝛼3

2𝐶𝑥
2Ф −

1

2
𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦𝛹] + 𝛽3𝑍̅ [

1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧Ф]                             (25)  

Proof of Theorem 4: 

Consider the expression in (24) 

𝑦̅𝑡𝑣.𝑑𝑠 = [𝑦̅ + 𝛽3(𝑧̅∗ − 𝑧̅′)] exp [𝛼3 (
𝑥̅∗ − 𝑥̅′

𝑥̅′ + 𝑥̅∗
)]                                                 

And inserting the definitions of (16) and (24) into the above expression, we have: 

𝑦̅𝑡𝑣.𝑑𝑠 = {(1 + 𝑒𝑦)𝑌̅ + 𝛽3[(1 − 𝑔𝑒𝑧)𝑍̅ − (1 + 𝑒𝑧′)𝑍̅]} ∗ exp {𝛼3 [
(1 − 𝑔𝑒𝑥)𝑋̅ − (1 + 𝑒𝑥′)𝑋̅

(1 + 𝑒𝑥′)𝑋̅ + (1 − 𝑔𝑒𝑥)𝑋̅
]} 

= {(𝑌̅ + 𝑌̅𝑒𝑦) − 𝛽3𝑍̅(𝑒𝑧′ + 𝑔𝑒𝑧)} ∗ exp {−
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥) [1 +

1

2
(𝑒𝑥′ − 𝑔𝑒𝑥)]} 

= {(𝑌̅ + 𝑌̅𝑒𝑦) − 𝛽3𝑍̅(𝑒𝑧′ + 𝑔𝑒𝑧)} ∗ exp {−
1

2
𝛼3 [𝑒𝑥′ +

1

2
(𝑒𝑥′

2 − 𝑔𝑒𝑥𝑒𝑥′)] + [𝑔𝑒𝑥 +
1

2
(𝑔𝑒𝑥′𝑒𝑥 − 𝑔2𝑒𝑥

2)]} 

By first order approximation we have: 

= [(𝑌̅ + 𝑌̅𝑒𝑦) − 𝛽3𝑍̅(𝑒𝑧′ + 𝑔𝑒𝑧)] exp [−
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥)]           (26) 

Which on expansion gives: 

= [(𝑌̅ + 𝑌̅𝑒𝑦) − 𝛽3𝑍̅(𝑒𝑧′ + 𝑔𝑒𝑧)] ∗ {1 − [
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥)] +

1

2!
.
1

4
. 𝛼3

2(𝑒𝑥′ + 𝑔𝑒𝑥)2 + ⋯} 

Considering terms up to the power of two only we get: 
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= [(𝑌̅ + 𝑌̅𝑒𝑦) − 𝛽3𝑍̅(𝑒𝑧′ + 𝑔𝑒𝑧)] ∗ [1 −
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥) +

1

8
𝛼3

2(𝑒𝑥′
2 + 2𝑔𝑒𝑥′𝑒𝑥 + 𝑔2𝑒𝑥

2)] 

𝑦̅𝑡𝑝𝑡 − 𝑌̅ = 𝑌̅ [−
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥) +

1

8
𝛼3

2(𝑒𝑥′
2 + 2𝑔𝑒𝑥′𝑒𝑥 + 𝑔2𝑒𝑥

2)] + 𝑌̅ [𝑒𝑦 −
1

2
𝛼3(𝑒𝑥′𝑒𝑦 + 𝑔𝑒𝑥𝑒𝑦)]

− 𝛽3𝑍̅ {[𝑒𝑧′ −
1

2
𝛼3(𝑒𝑥′𝑒𝑧′ + 𝑔𝑒𝑥𝑒𝑧′)]

+ [𝑔𝑒𝑧 −
1

2
𝛼3(𝑔𝑒𝑥′𝑒𝑧 + 𝑔2𝑒𝑥𝑒𝑧)]}                                                                        (27) 

Taking expectation on both sides of (27)) we have: 

𝐵𝑖𝑎𝑠(𝑦̅𝑡𝑣.𝑑𝑠) = 𝐸(𝑦̅𝑡𝑝𝑡 − 𝑌̅) 

= 𝑌̅ [−
1

2
𝛼3𝐸(𝑒𝑥′ + 𝑔𝑒𝑥) +

1

8
𝛼3

2𝐸(𝑒𝑥′
2 + 2𝑔𝑒𝑥′𝑒𝑥 + 𝑔2𝑒𝑥

2) + 𝐸(𝑒𝑦) −
1

2
𝛼3𝐸(𝑒𝑥′𝑒𝑦 + 𝑔𝑒𝑥𝑒𝑦)]

+ 𝛽3𝑍̅ {[𝐸(𝑒𝑧′) −
1

2
𝛼3𝐸(𝑒𝑥′𝑒𝑧′ + 𝑔𝑒𝑥𝑒𝑧′)] + [𝑔𝐸(𝑒𝑧) −

1

2
𝛼3𝐸(𝑔𝑒𝑥′𝑒𝑧 + 𝑔2𝑒𝑥𝑒𝑧)]} 

Inserting the definitions of (3) in the above expression, we have: 

= 𝑌̅ [−
1

2
𝛼3(0 + 0) +

1

8
𝛼3

2(𝜃1𝐶𝑥
2 + 2𝑔𝜃1𝐶𝑥

2 + 𝑔2𝜃2𝐶𝑥
2) + 0) −

1

2
𝛼3(𝜃1𝜌𝑦𝑥𝐶𝑥𝐶𝑦 + 𝑔𝜃2𝜌𝑦𝑥𝐶𝑥𝐶𝑦)]

− 𝛽3𝑍̅ {[0 −
1

2
𝛼3(𝜃1𝜌𝑥𝑧𝐶𝑥𝐶𝑧 + 𝑔𝜃1𝜌𝑥𝑧𝐶𝑥𝐶𝑧)] + [0 −

1

2
𝛼3(𝑔𝜃1𝜌𝑥𝑧𝐶𝑥𝐶𝑧 + 𝑔2𝜃2𝜌𝑥𝑧𝐶𝑥𝐶𝑧)]} 

= 𝑌̅ [
1

8
𝛼3

2𝐶𝑥
2(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2) −

1

2
𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃1 + 𝑔𝜃2)] + 𝛽3𝑍̅ [

1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2)] 

Therefore, 

𝐵𝑖𝑎𝑠(𝑦̅𝑡𝑣.𝑑𝑠) = 𝑌̅ [
1

8
𝛼3

2𝐶𝑥
2(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2) −

1

2
𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃1 + 𝑔𝜃2)]  

+ 𝛽3𝑍̅ [
1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2)]        

= 𝑌̅ [
1

8
𝛼3

2𝐶𝑥
2Ф −

1

2
𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦𝛹] + 𝛽3𝑍̅ [

1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧Ф]                                                      (28) 

Theorem 5 

The MSE of the hybrid regression–ratio exponential type estimator in two-phase sampling is given by:  

𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠) =
𝑌̅2𝐶𝑦

2

(𝜌𝑥𝑧
2 − 1)Φ

[(𝜌𝑦𝑥
2 + 𝜌𝑦𝑧

2 − 2𝜌𝑦𝑥𝜌𝑥𝑧𝜌𝑦𝑧)𝛹2 +(𝜌𝑥𝑧
2 − 1)Φ𝜃2];  𝜌𝑦𝑥 , 𝜌𝑥𝑧 , 𝜌𝑦𝑧 , ≠ ±1, Φ

≠ 0                                                                                                                                           (29) 

where,        𝜌𝑥𝑧ℎ, 𝜌𝑥𝑧ℎ, 𝜌𝑦𝑧ℎ ± 1 . 
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Proof of Theorem 5 

In order to obtain the MSE of 𝑦̅𝑡𝑝.𝑠𝑡, we square both sides of Equation (27) and take expectations. 

𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠) = 𝐸(𝑦̅𝑡𝑝𝑡 − 𝑌̅)
2
 

(𝑦̅𝑡𝑣.𝑑𝑠 − 𝑌̅)2 = {𝑌̅ [−
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥) +

1

8
𝛼3

2(𝑒𝑥′
2 + 2𝑔𝑒𝑥′𝑒𝑥 + 𝑔2𝑒𝑥

2)] + 𝑌̅ [𝑒𝑦 −
1

2
𝛼3(𝑒𝑥′𝑒𝑦 + 𝑔𝑒𝑥𝑒𝑦)]

− 𝛽3𝑍̅ {[𝑒𝑧′ −
1

2
𝛼3(𝑒𝑥′𝑒𝑧′ + 𝑔𝑒𝑥𝑒𝑧′)] + [𝑔𝑒𝑧 −

1

2
𝛼3(𝑔𝑒𝑥′𝑒𝑧 + 𝑔2𝑒𝑥𝑒𝑧)]}}

2

 

= {𝑌̅ [−
1

2
𝛼3(𝑒𝑥′ + 𝑔𝑒𝑥) +𝑒𝑦] + 𝛽3𝑍̅(𝑒𝑧′ + 𝑔𝑒𝑧)}

2

 

= 𝑌̅2 [
1

4
𝛼3

2(𝑒𝑥′
2 + 2𝑔𝑒𝑥′𝑒𝑥 + 𝑔2𝑒𝑥

2) − 𝛼3(𝑒𝑥′𝑒𝑦 + 𝑔𝑒𝑥𝑒𝑦) + 𝑒𝑦
2]

+ 2𝛽3𝑍̅𝑌̅ [−
1

2
𝛼3(𝑒𝑥′𝑒𝑧′ + 𝑔𝑒𝑥′𝑒𝑧 + 𝑔𝑒𝑥𝑒𝑧′ + 𝑔2𝑒𝑥𝑒𝑧) +𝑒𝑦𝑒𝑧′ + 𝑔𝑒𝑦𝑒𝑧]

+ 𝛽3
2𝑍̅2[𝑒𝑧′

2 + 2𝑔𝑒𝑧′𝑒𝑧 + 𝑔2𝑒𝑧
2]    

By taking expectations on both sides of the above and applying the definition of (3), we have  

𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠) = 𝑌̅2 [
1

4
𝛼3

2𝐶𝑥
2(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2) − 𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦(𝜃1 + 𝑔𝜃2) + 𝜃2𝐶𝑦

2]

+ 2𝛽3𝑍̅𝑌̅ [−
1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2) +𝜌𝑦𝑧𝐶𝑦𝐶𝑧(𝜃1 + 𝑔𝜃2)]

+ 𝛽3
2𝑍̅2𝐶𝑧

2(𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2) 

Therefore,  

𝑀𝑆𝐸(𝑦̅𝑡𝑝𝑡) = 𝑌̅2 [
1

4
𝛼3

2𝐶𝑥
2Φ − 𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦𝜓 + 𝜃2𝐶𝑦

2] + 2𝛽3𝑍̅𝑌̅ [−
1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧Φ +𝜌𝑦𝑧𝐶𝑦𝐶𝑧𝜓]

+ 𝛽3
2𝑍̅2𝐶𝑧

2Φ                                                                                                            (30)   

where, 

 Ф = 𝜃1 + 2𝑔𝜃1 + 𝑔2𝜃2;   𝜓 = 𝜃1 + 𝑔𝜃2                                                         

Theorem 6 

The values of 𝛼3 and 𝛽3 that minimizes the MSE of the proposed estimator, 𝑦̅𝑡𝑝𝑡, in two-phase sampling when 

the auxiliary variables are transformed are given by: 

𝛼3 =
2(𝛽3𝑍̅𝜌𝑥𝑧𝐶𝑧Φ + 𝑌̅𝜌𝑦𝑥𝐶𝑦𝜓)

𝑌̅𝐶𝑥Φ
 and 𝛽3 = −

𝑌̅𝐶𝑦𝜓(𝜌𝑥𝑧𝜌𝑦𝑥 − 𝜌𝑦𝑧)

𝑍̅𝐶𝑧Φ(𝜌𝑥𝑧
2 − 1)

                       (31) 

Proof of Theorem 6: 

To obtain the optimal values of 𝛼3 and 𝛽3, we differentiate (30) partially with respect to 𝛼3 and 𝛽3, and 

equating to zero: 
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𝜕𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠)

𝜕𝛼3
= 𝑌̅2 (

1

2
𝛼3𝐶𝑥

2Φ − 𝜌𝑦𝑥𝐶𝑥𝐶𝑦𝜓) − 𝛽3𝑍̅𝑌̅𝜌𝑥𝑧𝐶𝑥𝐶𝑧Φ =  0    (32) 

𝜕𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠)

𝜕𝛽3
= 2𝑌̅𝑍̅ (

1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧Φ − 𝜌𝑦𝑧𝐶𝑦𝐶𝑧𝜓) − 2𝛽3𝑍̅2𝐶𝑧

2Φ = 0          

From Equation (31) , 

𝛼3 =
2(𝛽3𝑍̅𝜌𝑥𝑧𝐶𝑧Φ + 𝑌̅𝜌𝑦𝑥𝐶𝑦𝜓)

𝑌̅𝐶𝑥Φ
                                                       (33)   

𝛽3 = −
1

2

𝑌̅(𝛼3𝜌𝑥𝑧𝐶𝑧Φ + 2𝜌𝑦𝑧𝐶𝑦𝜓)

𝑍̅𝐶𝑧Φ
                                                  (34𝑎) 

Putting (33) into (34a) 

                        𝛽3 =
𝛽3𝑍̅𝜌𝑥𝑧

2 𝐶𝑧Φ + 𝑌̅𝜌𝑥𝑧𝜌𝑦𝑥𝐶𝑦𝜓 − 𝑌̅𝜌𝑦𝑧𝐶𝑦𝜓

𝑍̅𝐶𝑧Φ
 

           𝛽3(𝑍̅𝐶𝑧Φ − 𝑍̅𝜌𝑥𝑧
2 𝐶𝑧Φ) = 𝑌̅𝜌𝑥𝑧𝜌𝑦𝑥𝐶𝑦𝜓 − 𝑌̅𝜌𝑦𝑧𝐶𝑦𝜓 

𝛽3 = −
𝑌̅𝐶𝑦𝜓(𝜌𝑥𝑧𝜌𝑦𝑥 − 𝜌𝑦𝑧)

𝑍̅𝐶𝑧Φ(𝜌𝑥𝑧
2 − 1)

                                                                (34𝑏) 

Again, Putting (33) and (34b) into (30), we obtain the 𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠) have on simplification using maple 

      𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠)

= 𝑌̅2 [
1

4
𝛼3

2𝐶𝑥
2Φ − 𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦𝜓 + 𝜃2𝐶𝑦

2] + 2𝛽3𝑍̅𝑌̅ [−
1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧Φ +𝜌𝑦𝑧𝐶𝑦𝐶𝑧𝜓]

+ 𝛽3
2𝑍̅2𝐶𝑧

2Φ   

                          =
𝑌̅2𝐶𝑦

2[(𝜌𝑦𝑥
2 + 𝜌𝑦𝑧

2 − 2𝜌𝑦𝑥𝜌𝑥𝑧𝜌𝑦𝑧)𝛹2 + (𝜌𝑥𝑧
2 − 1)Φ𝜃2 ]

(𝜌𝑥𝑧
2 − 1)Φ

                    

                𝑀𝑆𝐸(𝑦̅𝑡𝑣.𝑑𝑠) =
𝑌̅2𝐶𝑦

2

(𝜌𝑥𝑧
2 − 1)Φ

[(𝜌𝑦𝑥
2 + 𝜌𝑥𝑧

2 − 2𝜌𝑦𝑥𝜌𝑥𝑧𝜌𝑦𝑧)𝛹2+(𝜌𝑥𝑧
2 − 1)Φ𝜃2] 

 
 

where, 𝜌𝑦𝑥 , 𝜌𝑥𝑧 , 𝜌𝑦𝑧  ≠ ±1. 

From (28), we know that: 

𝐵𝑖𝑎𝑠(𝑦̅𝑡𝑣.𝑑𝑠) = 𝑌̅ [
1

8
𝛼3

2𝐶𝑥
2Ф −

1

2
𝛼3𝜌𝑦𝑥𝐶𝑥𝐶𝑦𝛹] + 𝛽3𝑍̅ [

1

2
𝛼3𝜌𝑥𝑧𝐶𝑥𝐶𝑧Ф]              

Therefore, putting (33) and (34b) into the above expression gives on simplification 

𝐵𝑖𝑎𝑠(𝑦̅𝑡𝑝𝑡) =
1

2

𝑌̅𝐶𝑦
2𝛹2

(𝜌𝑥𝑧
2 − 1)Φ

(𝜌𝑥𝑧𝜌𝑦𝑧 − 𝜌𝑦𝑥)(4𝜌𝑥𝑧
2 𝜌𝑦𝑥 − 3𝜌𝑥𝑧𝜌𝑦𝑧 − 𝜌𝑦𝑥)  (35) 

where,  𝜌𝑥𝑧 ≠ 1, Φ ≠ 0  
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EFFICIENCY CRITERIA 

For two unbiased estimators 𝑇 and 𝑇∗ of 𝜃, we compare the variances of the estimators to determine their 

relative efficiency, i.e. Relative Efficiency of 𝑇 and 𝑇∗ is: 

𝑅𝐸(𝑇, 𝑇∗; 𝜃) =
𝑉𝑎𝑟(𝑇∗)

𝑉𝑎𝑟(𝑇)
                                                                                                       (36) 

We extend this to large sample variances of asymptotically unbiased estimators. 

Let {𝑇𝑖
∗}, 𝑖 = 1, 2 and {𝑇𝑗}, 𝑗 = 1, 2, 3 be asymptotically unbiased for 𝜏(𝜃), then it is said that 𝑇𝑖

∗ is 

Asymptotically Efficient Relative to {𝑇𝑗} if: 

𝐴𝑅𝐸(𝑇𝑗 , 𝑇𝑖
∗; 𝜃) = lim

𝑛→∞

𝑉𝑎𝑟(𝑇𝑖
∗)

𝑉𝑎𝑟(𝑇𝑗)
≤ 1,   𝜃 ∈ 𝛩 , 𝑖 = 1, 2;  𝑗 = 1, 2, 3, 4     (37) 

where {𝑇𝑖
∗}, 𝑖 = 1, 2 are the proposed and {𝑇𝑗}, 𝑗 = 1, 2, 3 and existing and competing estimators (8), (21), (28), 

and (29) under consideration in this study. 

Asymptotic unbiasedness 

Consider estimators based on n-sample, 𝑇𝑛 = 𝑇𝑛(𝑋1, 𝑋2, … , 𝑋𝑛), 𝑤ℎ𝑒𝑟𝑒  𝑋1, 𝑋2, … , 𝑋𝑛 

are identical and independently distributed. Even estimators that are biased, may be close to unbiased for large 

𝑛. An estimator 𝑇𝑛 is an asymptotically unbiased estimator of deterministic 𝜃 if: 

𝐵𝑖𝑎𝑠(𝑇𝑛) = 𝐸(𝑇𝑛) − 𝜃 → 0 𝑎𝑠 𝑛 → ∞                                                                                   (38) 

Theorem 7 

Let 𝑇𝑛 denote an estimator of 𝜃. If 𝐵𝑖𝑎𝑠𝜃(𝑇𝑛) ) and 𝑉𝑎𝑟𝜃(𝑇𝑛) ) both approach zero as 𝑛 → ∞, then the mean 

squared error between 𝑇𝑛 and 𝜃 approaches zero and hence 𝑇𝑛 is a consistent estimator of   𝜃. 

Proof:  

            𝑬[(𝑇𝑛 − 𝜃)𝟐] = 𝐵𝑖𝑎𝑠𝑇𝑛

2 (𝜃) + 𝑉𝑎𝑟𝑇𝑛
(𝜃)  

So, if: 

𝐵𝑖𝑎𝑠𝑇𝑛

2 (𝜃) → 0  

and 

𝑉𝑎𝑟𝑇𝑛
(𝜃) → 0 

 as 𝑛 → ∞, then, 

lim
𝑛→∞

𝑬[(𝑇𝑛 − 𝜃)𝟐] = 𝟎 

which means convergence in mean square and hence 𝑇𝑛 also converges to 𝜃 in probability. 

We now show that 𝑦̅𝑢𝑣 is asymptotically consistent. 

Ratio of bias to standard error (RBSE) 

(30) stated a mathematical expression to measure the effect of bias on the accuracy of an estimate as: 

𝑅𝐵𝑆𝐸 =
|𝐵|

√𝑉𝑎𝑟(𝑇𝑛)
                                                                         (39𝑎) 
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where 𝐵 is the bias of 𝑇𝑛 (and 𝑇𝑛 is unbiased).   

as a working rule,  if 

𝑅𝐵𝑆𝐸 =
|𝐵|

√𝑀𝑆𝐸(𝑇𝑛)
< 0.1                                                             (39𝑏) 

Then, effect of bias on the accuracy of an estimate is negligible otherwise, there might exist  the problem of 

over-/under-estimation of the parameters in question 

RESULTS 

The results of analyses of both the synthetic and real data sets are as presented in Tables 1-6 and Figures 1-4 

respectively. 

Table 1:  Estimates of Mean by Estimators (Populations I-II) 

  Population I Population II 

  
Sample size (n) Sample size (n) 

𝑪𝒐𝒓𝒓. 𝑪𝒐𝒆𝒇𝒇𝒇. 𝑬𝒔𝒕𝒊𝒎𝒂𝒕𝒐𝒓 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 

𝜌𝐻𝐿𝐿 𝑦̅𝑙𝑟.𝑑𝑠  2997.2749 2999.8259 3004.6568 2999.5752 117.097 131.0738 118.5579 126.2957 

 𝑦̅𝐻(2).𝑑𝑠 3003.8305 2999.8169 3008.7078 3001.5709 96.2106 179.6571 111.8701 142.1266 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 3001.1202 3000.6463 3007.5985 3000.3857 104.2954 138.9594 109.5112 130.6289 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 2996.5725 2999.9403 3003.165 2998.7430 131.3514 117.7131 123.7745 118.8470 

 𝑦̅𝑢𝑣.𝑑𝑠  3004.3829 3000.0405 3007.3698 3000.5766 81.4496 166.7773 114.2188 139.8101 

 𝑦̅𝑡𝑣.𝑑𝑠 2995.9190 2998.8601 2998.9709 2998.6614 109.9004 138.1936 128.3924 115.6996 

𝜌𝐻𝐻𝐻 𝑦̅𝑙𝑟.𝑑𝑠  3001.5258 3003.1186 2999.5476 2999.3916 116.6134 129.2331 104.0943 121.2374 

 𝑦̅𝐻(2).𝑑𝑠 2995.2180 3001.5362 2998.8251 2999.0559 105.9444 163.3707 105.6481 129.1032 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 2998.3634 3002.8839 3000.2471 2999.0451 104.2954 138.9594 109.5112 130.6289 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 3007.8232 3004.1914 3000.6680 2999.1729 130.6697 107.9089 111.5728 110.6655 

 𝑦̅𝑢𝑣.𝑑𝑠  3015.3354 3003.3525 3000.7607 2998.3208 95.39821 136.2343 110.3303 112.8225 

 𝑦̅𝑡𝑣.𝑑𝑠 2996.2477 3002.6030 2995.2379 2999.8598 108.5568 137.6100 116.7191 120.2998 
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Table 3: Bias of Estimators under Two-Phase Sampling (Populations I-II) 

  Population I Population II 

  

Sample size (n) Sample size (n) 

𝑪𝒐𝒓𝒓. 𝑪𝒐𝒆𝒇𝒇𝒇. 𝑬𝒔𝒕𝒊𝒎𝒂𝒕𝒐𝒓 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 

𝜌𝐻𝐿𝐿 

𝑦̅𝑙𝑟.𝑑𝑠 

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 

𝑦̅𝐻(2).𝑑𝑠 

−0.0173 −0.005 −0.003 −0.003 −5.2033 −12.4051 −1.6331 −0.6187 

 

𝑦̅𝑌𝑈𝑆.𝑑𝑠 

3𝐸 − 05 1𝐸 − 05 2𝐸 − 05 1𝐸 − 05 −0.8852 −1.4866 −0.1517 −0.0660 

 

𝑦̅𝐾𝑆𝐶.𝑑𝑠 

−0.0433 −0.02 −0.042 −0.027 −33.1746 −177.034 −38.2519 −38.2101 

 

𝑦̅𝑢𝑣.𝑑𝑠  −5𝐸
− 05 

−9𝐸
− 06 

−2𝐸
− 08 

−1𝐸
− 07 −0.0015 

−6.6𝐸
− 06 −0.0008 

−1.7𝐸
− 05 

 

𝑦̅𝑡𝑣.𝑑𝑠 

2𝐸 − 12 6𝐸 − 13 2𝐸 − 14 3𝐸 − 15 
7.12𝐸
− 10 

1.43𝐸
− 09 

2.01𝐸
− 10 

5.78𝐸
− 11 

𝜌𝐻𝐻𝐻 

𝑦̅𝑙𝑟.𝑑𝑠 

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 

𝑦̅𝐻(2).𝑑𝑠 

−0.0226 −0.007 −0.002 −0.002 −3.4226 −9.9529 0.47814 −0.3437 

 

𝑦̅𝑌𝑈𝑆.𝑑𝑠 

4𝐸 − 05 4𝐸 − 05 3𝐸 − 05 3𝐸 − 05 0.35795 6.5534 0.20616 0.11121 

 

𝑦̅𝐾𝑆𝐶.𝑑𝑠 

−0.0469 −0.038 −0.035 −0.033 −33.345 −178.71 −38.195 −38.196 

 

𝑦̅𝑢𝑣.𝑑𝑠  −4𝐸
− 05 

−6𝐸
− 05 

−1𝐸
− 05 

−7𝐸
− 05 −0.2892 −0.2259 −0.5567 −0.0441 

 

𝑦̅𝑡𝑣.𝑑𝑠 2996.2477 3002.6030 2995.2379 2999.8598 

108.5568 137.6100 116.7191 120.2998 
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Figure 3: Plot of Bias of  Estimators for Population I  (a) 𝝆𝑯𝑳𝑳         (b)  𝝆𝑯𝑯𝑯             
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Figure 4: Plot of Bias of Estimators for Population II              

(a) 𝝆𝑯𝑳𝑳         (b)  𝝆𝑯𝑯𝑯             
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Table 4: Ratio of Bias to Standard Errors of Estimators (Populations I-II) 

  Population I Population II 

  Sample size (n) Sample size (n) 

𝑪𝒐𝒓𝒓. 𝑪𝒐𝒆𝒇𝒇𝒇. 𝑬𝒔𝒕𝒊𝒎𝒂𝒕𝒐𝒓 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 

𝜌𝐻𝐿𝐿 𝑦̅𝑙𝑟.𝑑𝑠  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 𝑦̅𝐻(2).𝑑𝑠 0.0128 0.0067 0.0093 0.0093 1.1133 2.492 0.5514 0.3675 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 8𝐸 − 06 7𝐸 − 06 1𝐸 − 05 1𝐸 − 05 0.0436 0.0506 0.0134 0.0093 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 0.0119 0.0132 0.0275 0.0218 1.8562 6.1408 3.6763 6.0178 

 𝑦̅𝑢𝑣.𝑑𝑠 4𝐸 − 05 1𝐸 − 05 6𝐸 − 08 5𝐸 − 07 0.0003 1.31𝐸 − 06 0.0003 1.04𝐸 − 05 

 𝑦̅𝑡𝑣.𝑑𝑠 6𝐸 − 13 3𝐸 − 13 1𝐸 − 14 2𝐸 − 15 3.45𝐸 − 11 5.06𝐸 − 11 2.25𝐸 − 11 1.08𝐸 − 11 

𝜌𝐻𝐻𝐻 𝑦̅𝑙𝑟.𝑑𝑠  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 𝑦̅𝐻(2).𝑑𝑠 0.0255 0.0115 0.0065 0.0087 1.9216 3.0359 0.3096 0.2358 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 1𝐸 − 05 2𝐸 − 05 3𝐸 − 05 4𝐸 − 05 0.0369 0.2925 0.0386 0.0332 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 0.0103 0.0146 0.0219 0.0215 1.7432 4.9854 3.7871 5.8555 

 𝑦̅𝑢𝑣.𝑑𝑠 4𝐸 − 05 7𝐸 − 05 3𝐸 − 05 0.0002 0.0605 0.0485 0.2667 0.0279 

 𝑦̅𝑡𝑣.𝑑𝑠 2𝐸 − 13 7𝐸 − 14 5𝐸 − 13 2𝐸 − 13 5𝐸 − 13 6𝐸 − 11 1𝐸 − 11 8𝐸 − 11 

Table 5: Asymptotic Relative Efficiency (ARE) of Estimators (Populations I-II) 

  Population I Population II 

  Sample size (n) Sample size (n) 

𝑪𝒐𝒓𝒓. 𝑪𝒐𝒆𝒇𝒇𝒇. 𝑬𝒔𝒕𝒊𝒎𝒂𝒕𝒐𝒓 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 𝟏𝟎 𝟐𝟓 𝟓𝟎 𝟏𝟎𝟎 

𝜌𝐻𝐿𝐿 𝑦̅𝑙𝑟.𝑑𝑠 0.1118 0.1734 0.0369 0.0556 0.0546 0.0283 0.0877 0.0638 

 𝑦̅𝐻(2).𝑑𝑠 0.9048 0.9431 0.9989 0.9922 1.1109 1.0189 0.9873 0.999 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 0.1277 0.1730 0.0337 0.0492 0.0588 0.0293 0.0676 0.0561 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 0.1251 0.2106 0.0385 0.0575 0.0760 0.0304 0.0800 0.0702 

 𝑦̅𝑢𝑣.𝑑𝑠 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

 𝑦̅𝑡𝑣.𝑑𝑠 0.1166 0.1908 0.0462 0.0692 0.0570 0.0317 0.1083 0.0984 

𝜌𝐻𝐻𝐻  𝑦̅𝑙𝑟.𝑑𝑠 0.0549 0.1419 0.0521 0.0553 0.0515 0.0246 0.0451 0.0591 

 𝑦̅𝐻(2).𝑑𝑠 1.0024 1.9008 1.0364 2.0676 7.1978 2.0216 1.8277 1.1760 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 0.0851 0.2433 0.1072 0.1327 0.2427 0.0433 0.1525 0.2220 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 0.0382 0.1050 0.0410 0.0448 0.0624 0.0169 0.0428 0.0587 

 𝑦̅𝑢𝑣.𝑑𝑠 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

 𝑦̅𝑡𝑣.𝑑𝑠 0.0572 0.1554 0.0637 0.0674 0.0537 0.0273 0.0551 0.0872 

Table 6: Parameter Estimates for Estimators using Real data (Population III) for Small Sample (𝑛 = 10) 

𝑪𝒐𝒓𝒓. 𝑪𝒐𝒆𝒇𝒇. 𝑬𝒔𝒕𝒊𝒎𝒂𝒕𝒐𝒓 𝑴𝒆𝒂𝒏 𝑴𝑺𝑬 𝑪𝑽 𝑩𝒊𝒂𝒔 𝑹𝑩𝑺𝑬 
𝜌𝐻𝐿𝐿 𝑦̅𝑙𝑟.𝑑𝑠 5.8838 0.0065 1.3757 0.0000 0.0000 

 𝑦̅𝐻(2).𝑑𝑠 5.9275 0.0206 2.4265 -0.000647 0.0045 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 6.0066 0.0074 1.4401 0.000516 0.0059 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 6.0138 0.0124 1.8528 0.000335 0.0030 

 𝑦̅𝑢𝑣.𝑑𝑠 5.8819 0.0086 1.5732 0.001169 0.0126 

 𝑦̅𝑡𝑣.𝑑𝑠 6.0179 0.000046 0.1127 1.11195E-06 0.0002 

𝜌𝐻𝐻𝐻  𝑦̅𝑙𝑟.𝑑𝑠 6.1602 0.0108 1.6886 0.000 0.000 

 𝑦̅𝐻(2).𝑑𝑠 6.6658 0.0342 2.7730 0.00031 0.0017 

 𝑦̅𝑌𝑈𝑆.𝑑𝑠 6.6658 0.0212 1.9973 -0.00046 0.0032 

https://rsisinternational.org/journals/ijrias
https://rsisinternational.org/journals/ijrias
http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN APPLIED SCIENCE (IJRIAS) 

ISSN No. 2454-6194 | DOI: 10.51584/IJRIAS |Volume X Issue II February 2025 

 

Page 470 

www.rsisinternational.org 

 

 

 𝑦̅𝐾𝑆𝐶.𝑑𝑠 7.2845 0.0124 1.5286 0.00034 0.0031 

 𝑦̅𝑢𝑣.𝑑𝑠 6.1588 0.0155 2.0221 0.00212 0.0170 

 𝒚̅𝒕𝒗.𝒅𝒔 6.3013 8.3293E-05 0.1448 1.92319E-06 0.00021 

DISCUSSION OF RESULTS 

Population I (Simulated data) 

Considering the first parameter subspace labeled 𝜌𝐻𝐿𝐿, one of the proposed estimators,  𝑦̅𝑢𝑣.𝑑𝑠 is perceived to 

be more efficient than other estimators throughout the parameter subspace  while its variant, 𝑦̅𝑡𝑣..𝑑𝑠 is third best 

among the other competing estimators as 𝑛 → ∞ (Table 2 and Figure 1a). The proposed estimators are, 

asymptotically unbiased (Table 3 and Figure 3a), and consistent (Table 2 and Figure 1a). However, only 

estimator  𝑦̅𝑢𝑣.𝑑𝑠 is asymptotically   efficient (Table 5). 

In the second parameter space, 𝜌𝐻𝐻𝐻, The estimator, 𝑦̅𝐻(2).𝑑𝑠 dominated the proposed and other estimators in 

the entire space (Table 2 and Figure 1b). Considering asymptotic properties, the proposed estimators are both 

asymptotically unbiased (Table 3 and Figure 1b), and consistent (Table 2 and Figure 2b), but again, only 𝑦̅𝑢𝑣.𝑑𝑠 

is asymptotically   efficient (Table 5). The ratio of bias to SE of all the competing estimators falls under the 

acceptable threshold  (𝑅𝐵𝑆𝐸 ≤ 0.1). 

 Population II (Simulated data)  

In the first parameter subspace, 𝜌𝐻𝐿𝐿,  𝑦̅𝐻(2).𝑑𝑠 was apparently more efficient than the proposed and other 

estimators for small sample sizes. However, as 𝑛 → ∞, one of the proposed estimators, 𝑦̅𝑢𝑣.𝑑𝑠 dominated 

𝑦̅𝐻(2).𝑑𝑠 and the others throughout the subinterval (Table 2 and Figure 2a). It was however detected that ratio of 

bias to standard error of 𝑦̅𝐻(2).𝑑𝑠 estimator is greater than the threshold of 0.1 (Table 4). This implies, estimated 

parameters by 𝑦̅𝐻(2).𝑑𝑠 are likely to fall outside the 95% confidence intervals. Thus, the proposed estimators are 

preferable. The proposed estimators are again, asymptotically unbiased (Table 3 and Figure 3), and consistent 

(Table 2 and Figure 3a), once again, only 𝑦̅𝑢𝑣.𝑑𝑠 is asymptotically efficient (Table 5). 

The most efficient estimator in the second subspace, 𝜌𝐻𝐻𝐻, is apparently,  𝑦̅𝐻(2).𝑑𝑠  while one of the proposed 

estimators, 𝑦̅𝑢𝑣.𝑑𝑠 is the second most efficient (Table 1 and Figure 2b).  However, RBSE of the estimator, 

𝑦̅𝐻(2).𝑑𝑠 exceeds 0.1 in the entire partition (Table 4). The implication is that, 𝑦̅𝐻(2).𝑑𝑠 might have either 

underestimated or overestimated parameters in this interval (Sarmah et al., 2013). Again the proposed 

estimators are preferable under this condition. Thus, the proposed estimators are respectively, asymptotically 

unbiased (Table 3 and Figure 4b), and consistent (Table  and Figure 17b), but, only 𝑦̅𝑢𝑣.𝑑𝑠 is asymptotically   

efficient (Table 5). 

Population III (Real data) 

For Population III, only a sample size of 𝑛 = 10 is considered. Here, one of the proposed estimators  

𝑦̅𝑡𝑣.𝑑𝑠 outperformed all the other competing estimators under study in both the 𝜌𝐻𝐿𝐿  and 𝜌𝐻𝐻𝐻 parameter 

subspaces in terms of CV (Table 6). Its variant, 𝑦̅𝑢𝑣.𝑑𝑠 appears second in 𝜌𝐻𝐿𝐿 subspace while  𝑦̅𝐾𝑆𝐶.𝑑𝑠 is 

second in terms of CV in the 𝜌𝐻𝐻𝐻 subspace. Thus the proposed estimators are preferable. 

In view of the performance of the proposed and other competing estimators in Two-phase sampling, it is 

evident that the proposed estimators are more efficient than most of the existing estimators considered in this 

study namely, the classical regression estimator, (25) estimator, (31) estimator and (29) estimator. 

CONCLUSION 

This study proposed two new estimators for estimating the population mean in two-phase sampling. The 
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performance of the proposed estimators was evaluated using simulated and real data. The results show that the 

proposed estimators, particularly y ̅_(uv.ds), outperform most of the existing estimators considered in this 

study, including the classical regression estimator and several other estimators. The proposed estimators are 

asymptotically unbiased, consistent, and efficient, with y ̅_(uv.ds) being the most efficient in most cases. The 

ratio of bias to standard error of the proposed estimators falls within the acceptable threshold, indicating that 

they provide reliable estimates. Overall, the findings of this study suggest that the proposed estimators are 

preferable for estimating the population mean in two-phase sampling, particularly when the 

sample size is large. 
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