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Abstract:-Image denoising is the process to remove the noise 

from the image that naturally corrupted by the noise. Image 

Denoising is an important part of diverse image processing and 

computer vision problems. The important property of a good 

image denoising is that it should completely remove noise as far 

as possible as well as preserve edges. Hence, it is necessary to 

have knowledge about the noise present in the image so as to 

select the appropriate denoising algorithm. Wavelet transform 

approach is such approach for denoising smooth and textured 

images corrupted with Gaussian noise and Speckle noise. This 

paper proposed the wavelet based approach with level 

depending threshold calculated by modified ‘sqtwolog’ method 

at each scale on the images corrupted with Gaussian noise and 

Speckle noise and performs their study by considering five 

major wavelet families. The noisy wavelet coefficients are 

threshold by Soft Threshold method. The edge preservation and 

sparse representation abilities of wavelet transform is utilized. 

A quantitative measure of comparison between original image 

and denoised image is provided by the PSNR for the smooth 

and textured images.  

 
Keywords: Discrete Wavelet Transform, Denoising, Wavelet 
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I. INTRODUCTION 

igital images play an important role in the areas of 

research and technology such as geographical 

information systems. It is the most vital part in the field of 

medical science such as ultrasound imaging, X-ray imaging, 

CT scans, MRI etc. A very large portion of digital image 

processing includes image compression, denoising and 

retrieval. Image denoising is the methodology to remove 

noises from images distorted by various noises like 

Gaussian, speckle, salt and pepper etc. Noise comes from 

blurring as well as due to analog and digital sources. 

Blurring is the form of bandwidth reduction of images 

caused by imperfect image formation process such as relative 

motion between camera and original scene or by an optical 

system that is out of focus. Noise is a major issue while 

transferring images through all kinds of electronic 

communication. One of the most common noises in 

electronic communication is an impulse noise which is 

caused by unstable voltage. Image denoising forms the 

preprocessing step in the field of photography, research, 

technology and medical science, where somehow image has 

been degraded and needs to be restored before further 

processing. Image denoising is a fundamental problem in the 

field of image processing. Wavelets give a superior 

performance in image denoising due to properties such as 

sparsity and multiresolution structure. Wavelets are the 

research area in the field of image processing and 

enhancement. Wavelet analysis allows the use of long time 

intervals where we want more precise low-frequency 

information, and shorter regions where we want high 

frequency information. Ever since Donoho‟s Wavelet based 

thresholding approach was published in [1], there was a 

surge in the denoising papers being published. Although 

Donoho‟s concept was not revolutionary, his methods did 

not require tracking or correlation of the wavelet maxima 

and minima across the different scales as proposed by Mallat 

in [2]. Thus, there was a renewed interest in wavelet based 

denoising techniques since Donoho demonstrated a simple 

approach to a difficult problem. 

Researchers published different ways to compute the 

parameters for the thresholding of wavelet coefficients. Data 

adaptive thresholds [3] were introduced to achieve optimum 

value of threshold. Later efforts found that substantial 

improvements in perceptual quality could be obtained by 

translation invariant methods based on thresholding of an 

undecimated Wavelet Transform [4]. These thresholding 

techniques were applied to the non-orthogonal wavelet 

coefficients to reduce artifacts. Multi-wavelets were also 

used to achieve similar results. Probabilistic models using 

the statistical properties of the wavelet coefficient seemed to 

outperform the thresholding techniques and gained ground. 

Recently, much effort has been devoted to Bayesian 

denoising in Wavelet domain. Hidden Markov Models and 

Gaussian Scale Mixtures have also become popular and more 

research continues to be published.  

In this paper efficient analysis on denoising for smooth and 

textured images using wavelet transform which are 

corrupted by white Gaussian noise and Speckle noise is 

presented. Denoising process is carried out by taking five 

major wavelets families like Haar, Daubecheis, Coiflets, 

Symlets and Biorthogonals. The rest of the paper is divided 

in the various sections. Section 2 briefly explains type of 

noises. Section 3 presents the Wavelet theory with Wavelet 

Thresholding. Section 4 presents the proposed denoising 

approach. Section 5 gives experimental results and analysis. 

Section 6 gives some conclusions followed by references. 
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II. TYPE OF NOISES 

 

2.1 Gaussian Noise 

Gaussian noise is evenly distributed over the signal. This 

means that each pixel in the noisy image is the sum of the 

true pixel value and a random Gaussian distributed noise 

value. As the name indicates, this type of noise has a 

Gaussian distribution, which has probability distribution 

function given by the equation (1) as,  

 

      F g =
1

 2πσ2
 e−(g−m) 2

2σ2                                            

(1)                                                        

Where g represents the gray level, m is the mean or average 

of the function and σ is the standard deviation of the noise. 

 

2.2 Speckle Noise  

The acquired image is thus corrupted by a random granular 

pattern, called „speckle„, which delays the interpretation of 

the image [10]. This type of noise occurs in almost all 

coherent imaging systems such as laser, acoustics and SAR 

(Synthetic Aperture Radar) imagery. The source of this noise 

is attributed to random interference between the coherent 

returns. Fully developed speckle noise has the characteristic 

of multiplicative noise. Speckle noise follows a gamma 

distribution and is given (2) as, 

                    𝐹 𝑔 =
𝑔𝛼−1

(𝛼−1)!𝑎𝛼  𝑒
−𝑔

𝛼
                                        

(2) 

Where variance is 𝑎2 ,α and g is the gray level. 

 

III. WAVELET THEORY 

 

3.1 Discrete Wavelet Transform 

Wavelets are mathematical functions that analyze data 

according to scale or resolution [5]. They aid in studying a 

signal in different windows or at different resolutions. For 

instance, if the signal is viewed in a large window, gross 

features can be noticed, but if viewed in a small window, 

only small features can be noticed. The term “wavelets” is 

used to refer to a set of orthonormal basis functions 

generated by dilation and translation of scaling function 𝛷 

and a mother wavelet ψ [6]. The finite scale multi-resolution 

representation of a discrete function can be called as a 

discrete wavelet transforms. DWT is a fast linear operation 

on a data vector, whose length is an integer power of 2. This 

transform is invertible and orthogonal, where the inverse 

transform expressed as a matrix is the transpose of the 

transform matrix. Wavelet transforms enable us to represent 

signals with a high degree of scarcity. Wavelet thresholding 

is a signal estimation technique that exploits the capabilities 

of wavelet transform for signal denoising. The wavelet basis 

or function, unlike sines and cosines as in Fourier transform, 

is quite localized in space. But similar to sines and cosines, 

individual wavelet functions are localized in frequency. The 

orthonormal basis or wavelet basis is defined as 

 

 

       𝛹 𝑗 ,𝑘  𝑥 = 2𝑗 /2𝛹(2𝑗𝑥 − 𝑘)                        

(3) 

The scaling function is given as 

       𝛷 𝑗 ,𝑘  𝑥 = 2𝑗 /2𝛷(2𝑗𝑥 − 𝑘)                        

(4) 

Where 𝛷 is called the wavelet function and j and k are 

integers that scale and dilate the wavelet function. The factor 

‘j’ in equations (3) and (4) is known as the scale index, 

which indicates the wavelet‟s width. The location index k 

provides the position. The wavelet function is dilated by 

powers of two and is translated by the integer k. In terms of 

the wavelet coefficients, the wavelet equation is 

  𝛹 𝑥 =  𝑔𝑘 2𝛷(2𝑥 − 𝑘)𝑁−1
𝑘                                        

(5) 

Where g0, g1, g2… in equation (5) are high pass wavelet 

coefficients. Writing the scaling equation in terms of the 

scaling coefficients as given below, we get, 

      𝛷 𝑥 =  𝑕𝑘 2𝛷(2𝑥 − 𝑘)𝑁−1
𝑘                         

(6) 

In equation (6) the function 𝛷(x) is the scaling function and 

the coefficients h0, h1, h2… are low pass scaling 

coefficients. The wavelet and scaling coefficients are related 

by the quadrature mirror relationship, which is 

             𝑔𝑛 =  −1 𝑛𝑕1−𝑛+𝑁                                                     

(7) 

The term N is the number of vanishing moments in equation 

(7). A graphical representation of DWT is shown in Fig. 1. 

Note that, Y0 is the initial signal.  

                                                      

 

 

 
 

 

 
 

 

 

 

 

 
 

 

 
 

Fig.  1.  A 1-Dimensional DWT – Decomposition step 

Wavelets are classified into a family by the number of 

vanishing moments N. Within each family of wavelets there 

are wavelet subclasses distinguished by the number of 

coefficients and by the level of iterations [7]. The filter 

lengths and the number of vanishing moments for five 

different wavelet families are tabulated in Table 1. 
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Table 1.  Wavelet families and their properties 

 

 

 

 

 

 

 

 

 

 

 

 3.2 Wavelet Thresholding 

The term wavelet thresholding performs the decomposition 

of the data or the image into wavelet coefficients. It 

compares the detail coefficients with a given threshold value, 

and shrinking these coefficients close to zero to take away 

the effect of noise in the data. The image is reconstructed 

from the modified coefficients. This process is also known as 

the inverse discrete wavelet transform. During thresholding, 

a wavelet coefficient is compared with a given threshold and 

is set to zero if its magnitude is less than the threshold; 

otherwise, it is retained or modified depending on the 

threshold rule. The hard-thresholding TH can be defined by 

equation (8) as 

 𝑇𝐻 =  
𝑥  𝑓𝑜𝑟  𝑥  ≥ 𝑡                     

0  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑜𝑡𝑕𝑒𝑟 𝑟𝑒𝑔𝑖𝑜𝑛𝑠
                        

(8) 

Here t is the threshold value. A plot of TH is shown in Fig. 2. 

                    

 

 

 
 

 
        

 Fig. 2. Hard thresholding 

Thus, all coefficients whose magnitude is greater than the 

selected threshold value (t) remain as they are and the others 

with magnitudes smaller than tare set to zero. It creates a 

region around zero where the coefficients are considered 

negligible. Soft thresholding is where the coefficients with 

greater than the threshold are shrunk towards zero after 

comparing them to a threshold value. It is defined by 

equation (9) as 

𝑇𝑆 =  
𝑠𝑖𝑔𝑛 𝑥    𝑥  − 𝑡   𝑓𝑜𝑟  𝑥  > 𝑡                         

0                           𝑓𝑜𝑟 𝑎𝑙𝑙 𝑜𝑡𝑕𝑒𝑟 𝑟𝑒𝑔𝑖𝑜𝑛𝑠
                          

(9) 

Here t is the threshold value. A plot of TS is shown in Fig. 3. 
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Fig. 3.Soft thresholding 

In practice, it can be seen that the soft threshold method is 

much better and yields more clear and high quality smooth 

and textured images. This is because the hard method is 

discontinuous and yields abrupt artifacts in the recovered 

images. Also, the soft thresholding method yields a smaller 

minimum mean squared error compared to hard form of 

thresholding. 

 

IV. PROPOSED DENOISING APPROACH 

 

Let the original image (2D signal) be represented by, 𝐼(𝑖, 𝑗). 

The noisy Image𝐼𝑛(𝑖, 𝑗) is given by, 𝐼𝑛 𝑖, 𝑗 = 𝐼 𝑖, 𝑗 +
 𝜎. 𝑍𝑔 𝑖, 𝑗 ,      Where,  𝜎  is the noise standard deviation and 

𝑍𝑔 𝑖, 𝑗  is the white noise of zero mean µ
𝑔

= 0 and unit 

variance(𝜎𝑔
2 = 1). Here the objective is to obtain the best 

estimate 𝐼𝑑(𝑖, 𝑗) of noisy image 𝐼𝑛(𝑖, 𝑗)and binarize the 

denoised image 𝐼𝑑(𝑖, 𝑗) to achieve its binary 

version 𝐼𝑑𝑏𝑖𝑛 (𝑖, 𝑗). 

The wavelet based scheme for denoising is shown in       

Fig.4.The scheme has following main steps,  

a) Find level-4 wavelet transform of noisy 

image𝐼𝑛 𝑖, 𝑗 . 

b) Calculate noise standard deviation (𝜎) and estimate 

threshold (𝜆)  for each level.  

c) Perform Soft thresholding of wavelet coefficients at 

each level of decomposition.  

d) Perform level-4 inverse wavelet transform of 

thresholded wavelet coefficients to get denoised 

image 𝐼𝑑 (𝑖, 𝑗) .  

e) Obtain binary image 𝐼𝑑𝑏𝑖𝑛 (𝑖, 𝑗) of denoised image 

𝐼𝑑(𝑖, 𝑗) by global thresholding method.  

f) Find the evaluation parameters between binary 

version of original noise free image 𝐼𝑑𝑏𝑖𝑛 (𝑖, 𝑗) and 

to observe the quality of denoising.  

The threshold (𝜆) used is the Universal Threshold [8] for            

thresholding, which is given by equation (10) as, 

                    𝜆𝑗 =  𝜎 2 log⁡(𝑁𝑗 )          

(10) 

Where,(𝑁𝑗 ) is the size of the wavelet coefficient matrix 

at𝑗𝑡𝑕 level and 𝜎is the noise standard deviation. The value of 

noise standard deviation can be calculated by Median 

Absolute Deviation (MAD) of high frequency wavelet 

coefficients (CH, CV and CD, in case of an image) of noisy 

image at level 1 of decomposition. It is given by equation 

(11) as, 

            𝜎 =  
𝑀𝐴𝐷

0.6745
=  

𝑚𝑒𝑑𝑖𝑎𝑛 (|𝜔𝑘 |)

0.6745
                       

(11) 

Where,𝜔𝑘  represent wavelet coefficients at scale 1 [8]. In the 

proposed scheme, the input noisy images are decomposed in 

4 levels and the threshold for each level is found then 

wavelet coefficients are soft thresholded to get the denoised 

smooth and textured image. 

 

 

Wavelet 

Family 

Filters length Number of 

vanishing 

moments, N 

Haar 2 1 

Daubechies 2N N 

Coiflets 6N 2N-1 

Symlets 2N N 

Biorthogonal max(2Nr,2Nd)+2but 

essentially 

Nr 

t 

-t 
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Fig.4. Wavelet Transform approach 

V. RESULTS AND ANALYSIS 

 

5.1 Peak Signal to Noise Ratio (PSNR)  

The experimental evaluation is performed on two smooth 

images like “Lena” and “Pepper” of size 512 X 512 pixels 

and two textured images like “Textured1” and “Textured2”of 

size 512 X 512 pixels at different noise levels using wavelet 

families like Haar, Daubecheis, Coiflets, Symlets and 

Biorthogonals up to level 4 decomposition. The objective 

quality [9] of the reconstructed image is measured by 

equation (12) as,  

                   𝑃𝑆𝑁𝑅 = 10 log10
255 2

𝑚𝑠𝑒
                                     

(12) 

Where mse is the mean square error between the original (i.e. 

x) and the de-noised image (i.e.) with size M x N can be 

expressed by equation (12) as, 

𝑚𝑠𝑒 =
1

𝑀×𝑁
  [𝑥 𝑖, 𝑗 − 𝑥 (𝑖, 𝑗)]2𝑁

𝑗=1
𝑀
𝑖=1                         

(13) 

Below table 2, 6 and table 3 shows PSNR of “Lena” and 

“Pepper” images at different noise levels using different 

wavelet families. Table 4 and table 5 shows PSNR of 

“Textured1” and “Textured2” images at different noise 

levels    using   different wavelet  families.

Table 2. PSNR (dB) of “Lena” image up to level 4 decomposition (L1, L2, L3, L4). 

For σ=20, Bior6.8, level 4 decomposition (Lena) 

 

            Original Image                    Noisy Image                                  Denoised Image 

Table 3. PSNR (dB) of “Pepper” image up to level 4 decomposition (L1, L2, L3, L4). 

  For σ=30, Coif5, level 4 decomposition (Pepper) 

                         

                Original Image                                         Noisy Image                                             Denoised Image  

Types of 

Wavelets 
𝝈 = 𝟏𝟎 𝝈 = 𝟐𝟎 𝝈 = 𝟑𝟎 𝝈 = 𝟒𝟎 

L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 

Haar 29.91 30.43 30.47 30.49 23.24 23.55 23.59 23.63 19.50 19.69 19.77 19.76 16.98 17.10 17.16 17.17 

db10 30.14 30.67 30.73 30.70 23.29 23.60 23.67 23.67 19.54 19.76 19.80 19.76 16.99 17.17 17.19 17.19 

Coif5 30.18 30.69 30.76 30.79 23.33 23.63 23.68 23.69 19.55 19.74 19.79 19.78 17.01 17.15 17.18 17.17 

Bior6.8 30.20 30.68 30.82 30.81 23.34 23.62 23.70 23.69 19.57 19.75 19.76 19.78 17.03 17.17 17.17 17.20 

Sym4 30.14 30.66 30.74 30.74 23.30 23.59 23.66 23.65 19.54 19.74 19.79 19.78 17.01 17.17 17.18 17.20 

Types of 

Wavelets 

𝝈 = 𝟏𝟎 𝝈 = 𝟐𝟎 𝝈 = 𝟑𝟎 𝝈 = 𝟒𝟎 

L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 

Haar 27.37 27.56 27.60 27.66 21.40 21.58 21.60 21.61 18.37 18.51 18.54 18.55 16.27 16.38 16.41 16.38 

db10 27.37 27.58 27.64 27.62 21.41 21.57 21.60 21.61 18.35 18.53 18.55 18.55 16.27 16.39 16.40 16.40 

Coif5 27.32 27.60 27.63 27.62 21.38 21.60 21.62 21.63 18.38 18.51 18.55 18.55 16.26 16.39 16.41 16.39 

Bior6.8 27.37 27.56 27.65 27.66 21.40 21.56 21.62 21.59 18.37 18.52 18.54 18.54 16.27 16.37 16.41 16.41 

Sym4 27.40 27.62 27.62 27.63 21.39 21.58 21.63 21.63 18.38 18.51 18.53 18.54 16.24 16.39 16.41 16.41 

Input 

Noisy 

Image (In) 

Discrete 

wavelet 

Transform 

 

 

 
 

Soft 

Thresholding at 

Level 4 

Denoised 

Image (Id) 

 

Inverse 

Wavelet 

Transform 
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Table 4. PSNR (dB) of “Textured1” image up to level 4 decomposition (L1, L2, L3, L4). 

For σ=20, Sym4, level 2 decomposition (Textured1) 

                  

                               Original Image    Noisy Image                              Denoised Image 

  
Table 5: PSNR (dB) of “Textured2” image up to level 4 decomposition (L1, L2, L3, L4). 

For σ=30, Coif5, level 2 decomposition (Textured2) 
 

              

Original Image                  Noisy Image                      Denoised Image 

Table 6. PSNR for speckle noise (Level 4 Decomposition), sqtwlog/ penallo/ penamle 

For v=0.05, Coif5, Level 4 Decomposition(sqtwlog) 

 

                     
                  Original Image                    Noisy Image                 Denoised Image     

 

 

 

Types of 

Wavelets 

𝝈 = 𝟏𝟎 𝝈 = 𝟐𝟎 𝝈 = 𝟑𝟎 𝝈 = 𝟒𝟎 

L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 

Haar 24.70 24.59 24.55 24.59 20.99 20.98 20.95 20.95 18.47 18.47 18.48 18.47 16.55 16.57 16.54 16.54 

db10 24.75 24.67 24.64 24.62 21.03 21.02 21.01 21.02 18.49 18.55 18.51 18.52 16.58 16.60 16.58 16.60 

Coif5 24.73 24.70 24.67 24.63 21.06 21.04 21.04 21.02 18.53 18.55 18.51 18.51 16.58 16.60 16.60 16.58 

Bior6.8 24.75 24.65 24.64 24.64 21.05 21.04 21.03 21.02 18.51 18.53 18.52 18.52 16.58 16.60 16.60 16.60 

Sym4 24.73 24.70 24.63 24.61 21.04 21.02 21.00 21.02 18.51 18.52 18.50 18.51 16.57 16.57 16.58 16.60 

Types of 

Wavelets 

𝝈 = 𝟏𝟎 𝝈 = 𝟐𝟎 𝝈 = 𝟑𝟎 𝝈 = 𝟒𝟎 

L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 

Haar 24.88 24.79 24.77 24.77 21.07 21.08 21.05 21.06 18.51 18.55 18.52 18.51 16.57 16.58 16.59 16.57 

db10 24.88 24.83 24.77 24.80 21.10 21.06 21.08 21.09 18.53 18.54 18.55 18.55 16.56 16.63 16.56 16.63 

Coif5 24.91 24.82 24.82 24.76 21.11 21.12 21.09 21.08 18.52 18.54 18.57 18.56 16.57 16.64 16.61 16.60 

Bior6.8 24.89 24.78 24.79 24.81 21.11 21.09 21.10 21.12 18.53 18.54 18.55 18.56 16.61 16.61 16.59 16.59 

Sym4 24.88 24.84 24.79 24.80 21.10 21.10 21.10 21.08 18.50 18.56 18.56 18.53 16.57 16.61 16.62 16.60 

Types of 

Wavelets 

𝒗 = 𝟎. 𝟎𝟏 𝒗 = 𝟎. 𝟎𝟓 𝒗 = 𝟎. 𝟏 𝒗 = 𝟎. 𝟓 𝒗 = 𝟏 

Haar 27.55/28.67/26.47 19.84/25.56/23.96 16.76/24.18/22.87 10.45/20.09/19.85 9.04/19.00/18.96 

db10 27.65/30.05/27.87 19.86/26.59/25.11 16.78/25.14/24.00 10.47/21.11/20.90 9.06/19.74/19.74 

Coif5 27.68/30.45/28.35 19.88/26.05/25.50 16.77/25.47/24.35 10.48/21.20/20.95 9.05/19.77/19.70 

Bior6.8 27.69/30.61/28.45 19.88/27.45/25.65 16.77/25.53/24.45 10.48/21.22/20.84 9.05/19.80/19.64 

Sym4 27.67/30.17/28.50 19.88/26.85/25.35 16.76/25.34/24.19 10.48/21.11/20.78 9.05/19.59/19.65 
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For v=0.5, Coif5, Level 4 Decomposition(penamle) 

 

                  
         

                             Original Image                                              Noisy Image                                                       Denoised Image 
 

 

 

VI. CONCLUSION 

 

A large number of wavelet based image denoising methods 

along with several types of thresholding have been proposed 

in recent years. These methods are mainly reported for 

images such as Lena, Barbara etc. The general methods 

based on wavelet transform using soft thresholding are best 

capable of preserving edges and fine details and therefore, 

suitable for denoising of smooth and textured images. From 

the experimental and mathematical results it can be 

concluded that PSNR is basically a comparison between 

original and de-noised image as how the de-noised image is 

close to original image. Tables 2,3 and 6 shows the peak 

signal to noise ratio (PSNR) of smooth images like „Lena‟ 

and „Pepper‟ by using wavelet families like Haar, 

Daubecheis, Coiflets, Symlets and Biorthogonals at level 4 

decomposition. Similarly tables 4 and 5 shows the peak 

signal to noise ratio (PSNR) of textured images like 

„Textured1‟ and „Textured2‟ by using wavelet families like 

Haar, Daubecheis, Coiflets, Symlets and Biorthogonals at 

level 4 decomposition. From the tables 2, 3, 4, 5 and 6 we 

can conclude that  

 

1. Coif5 and bior6.8 wavelets results high PSNR against 

haar, db10 and sym4 wavelets for Smooth images like 

Lena and Pepper. 

2. For Textured images Coif5 and sym4 gives best results. 

3. Smooth images results high PSNR against Textured 

images.  

4. Decomposition up to level 4 is the saturation level for    

Smooth images and decomposition up to level 2 is the 

saturation level for textured images. 

5. Bal. Sparity Norm Thresholding results high PSNR 

against            Fixed Form Thresholding 

6. Level dependent Thresholding best PSNR in comparison   

with Global Thresholding. 

7. For Textured images if σ is low (σ=10, 15, 20), level 1   

decomposition results high PSNR but for large value of σ 

(σ=30, 35, 40), level 2 decomposition gives high PSNR. 
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