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Abstract: Theory of matrices is an integral part of algebra as
well as Theory of equations. Matrices plays an important role in
every branch of Physics, Computer Graphics and are also used
in representing the real world’s data and there are so many
applications of matrices ,for this reason we thought of studying
bicomplex matrices. The monograph by Price [4] contains few
exercises pertaining to matrices with bicomplex entries. In this
paper we discussed the bicomplex version of CAYLEY -
HAMILTON THEOREM and also used it to evaluate the
inverse of a non singular bicomplex matrix.

Keywords: Bicomplex matrices, Bicomplex polynomial, Cayley-
Hamilton Theorem.

Symbols: C,: set of real numbers ,C,: set of complex

numbers, C, : set of Bicomplex numbers.

I. INTRODUCTION

Definition of Bicomplex Matrix:

Let A = [Emlma be a bicomplex matrix, that is a matrix

having bicomplex number entries.

Ell fln
A= ¢ : &g €Co, ISp<m & 1<q<n.
Stlm Szmn
Z11 + I2W11 Z12 + I2W12 Zln + I2W1n
Z21 + I2W21 Z22 + I2W22 ZZn + I2W2n
A=
Zml + I2W21 Zm2 + I2Wm2 Zmn + I2Wmn_
le Z12 Zln Wll W12 """ Wln
Z21 z22 Z2n WZl WZZ """ WZn
A= + |2
_Zml ZrnZ Zan _Wml sz """ Wmn_

Where z,,,, & w,,, € C;

Xig X Xy Yo Yoo o o i
X21 X22 X2n ) y21 y22 y2n
A= + U1 +l2
_Xml XmZ an _ L yml ym2 ymn
U, U, oo o U, Vi Ve eV,

Up Uz oo oo Uy | Vyy Vg eV
Tl
[Upg Upp e o Up | Vor Viz o o Vi |

Where  Xpu, Yins Umn & U € Co aNd Z,,0=Xp0 +i1 Vg s

W,

pq ~Upq tl1Vpq

Every bicomplex matrix A=[&,,]lnxn can be expressed
uniquely as :

'Ae, +°Ae, s. t.
‘Asle,]

A=, ]

1.1.1 Algebraic structure of Bicomplex matrices:

Let S be the set of all square matrices of order nxn define the
binary composition of addition, real scalar multiplication &

511 512 oo gln

521 522 oo é:Zn
multiplication as follows: If A=| | &

_gnl §n2 oo gnn_
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Thy Thy =« Thy
Ty M2 =+ Ty
B=| .. .. .. .. . | arearbitrary member of S then
_77n1 77n2 oo 77nn_
i Sty St &n + 1y ]
ST So 1y San a0
A+B: “ew e e e 'EE '
_§n1+77nl §n2 +77n2 gnn +77nn_
_aé:ll ad, ady, ]
as, ad,, ad,,
0A= &
_C( nl 24 n2 aﬁnn_
A.B=

511’71n +..t glnnnn |
521771n +ot §2n77nn

_§117711 TR S R P TR )
Sotha ot Sonlln Sattha o F Sl

URSI

_§n17711 +..+ énnnnl §n17712 +o.t gnnnnz é:nlnln to.+ gnnnnn_

With these binary compositions S is an algebra.

Theorem 1: Let A ==[&jjlnn b€ a bicomplex square matrix .
Then

Det A = Det ['A] e, + Det [ ?Ale,
Bicomplex Singular & non singular matrix:

A square matrix is said to be non singular if |A| €0, . If |A| €
O, then A is called singular matrix.

Determinant of A is non singular then ['A| #0 & [°A| #0 ( cf
. Anjali [1]).

1.1.2 Let A = [&j]nxn be bicomplex square matrix . then

Adj[A] = Adj[*A] e; + Adj [?A] e, , This is proved by
Anjali [1].
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Theorem 2 (Kumar [2]) : Let A & B be two square
bicomplex matrix of same ordern, such that |A|& O,
and |B| & O;, then their product (AB) wil be invertible ,
and the inverse of AB will be B*A™.

Theorem 3 (Kumar [2]): Let A & B be two square
bicomplex matrices then determinant of their product will be
equal to product of their individual determinantsi.e. |AB|=
|ALBI

1.1.3 Some Properties of Bicomplex Matrices :

1) If Ais any bicomplex square matrix of order n then
det(A) and determinant of transpose A are equal.

2) A & B are two bicomplex matrices of order n such
that B is obtained from A by interchanging any two
row\ column of A then |A|=-|B|

3) If any one of row\ column in a square bicomplex
matrix has each element in O, = 1,U I, then matrix

will be singular or non invertible

* Proofs of these results are straight forward (cf. Kumar [2] )
1.2.1 Bicomplex Polynomial:

The polynomial of the form P(&) = Y7 _, a, & where oy, £ €
C, is called bicomplex polynomial in C..

Zeros of bicomplex polynomial: If P(&y) = 0 for some & ,
then we say that &, is a zero of this bicomplex polynomial

P(&).

1.2.2 Fundamental Theorem of bicomplex algebra:
Theorem 4:

A bicomplex polynomial of degree n with non singular
leading coefficient has exactly n® roots counted according to
their multiplicities.

Proof : Let Pn(&) = ¥}_oa, &, a, 0, be a bicomplex
polynomial of degree n, If oy = 10ck e, + Zak e k =
1,23........ n. The roots of the polynomial P,(§) will be the
solution of the equation P.(&) =0 or equivalently of the
equation Yi_ @, E=0. The idempotent equation is  P,(&) =
Pa(8)er +°Po(®e) e, where

Pa(&) = Xroo 105k légk & 2Pn (5): k=0 205k zék

Thus Y7o, ' "E¥ e, +3n, a ¥ e,=0

Since e; and e, are linearily independent with respect to
complex coefficients.
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oo tay e =t () i, () et gy
() +1a=0 @

S 2a, kazzan (2§)n+ 2q. . (2§)n4Jr .....+2a2
() + 2w =0 @

Note that «,¢ O,='a,# 0 & ’a,# 0
polynomial in (1) & (2) are of degree n .

. Hence

By Fundamental Theorem of complex algebra they have
precisely n roots each .

Let roots of equation (2.1) bea; , a,, .......... +a,€C,
& roots of equation (2.2) be by, by, ......... b, € C;

It can be verified that bicomplex number 1 will be a root of
the Bicomplex polynomial P,(&) if & only if

N =age1+hee, , 1<p=<n, 1<q<n.
Hence the theorem.
Il. CHARACTERISTIC VALUE PROBLEM

Given a square bicomplex matrix A of order n ,the problem is
how to determine the scalar A and non zero vector X which
simultaneously satisfy the equation.

AX=2AX .. (3)
This is known as characteristic value problem.

Xy

Let A=[Eulnxn & X= X2

Since AX = AIX, equation (3) can be written as

511 gln Xl /1 O O Xl
521 é:Zn X2 — 0 4 0 X,
gnl gnn Xn 0 ﬂ' X”
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511 A . é:ln X 0
or §21 §22 -4 §2n X - 0
§n1 Cfnn -4 Xn 0

or (A-AD)X=0 (4

This is homogenous system of linear equations whose
coefficient matrix is (A — Al). Since a non zero vector X is
required, it is necessary for this coefficient matrix to have
determinant equal to zero i,e  |A-AI[=0

3.1.2. Definitions:

Characteristic Equations:

The equation |A —AI|=01i.e. ['A—"A e;+ PA—2Al| e, =0
is called characteristic equation of A.

Characteristic matrix:

The matrix (A—A)=(A—"AD) e; + CA-"A) e,

is called characteristic matrix of A.

Characteristic Polynomial:

The expansion of determinant |A — Al| yields a polynomial in
A, P(A) which is called characteristic polynomial of matrix A.

I1l. CAYLEY HAMILTON THEOREM

Theorem 5: Every square bicomplex matrix A satisfies its
own characteristic equation.

i.e. P(A)=0

51 1 512

Proof: Let A=
521 522

In terms of Idempotent components matrices we have

where 11 &1, &1, &2 € C,

A=1Ae; + ?Ae,

Su S| |G G| T4 "

ie. = ert| 2 2 €2
'521 522 1621 1§22 521 522

Characteristic matrix of A
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_511 -4 ‘§12 :|:r§11 -4 1§12 :|e N
521 9822 -4 19‘221 16‘222 -1 1

_2511 -4 2512 }e
2
2521 2522 -4

then |A-All=0

gives |'"A—alle; + PA—Plle, =0

e; & e, are linearly independent
= 'A—all=0 & FA-BI=0
And expansion of both sides of ['A — al| = 0 gives polynomial
P(a). Similarly expansion of both sides of [°A — BI| = 0 gives
polynomial P(B) and since ‘A & ?A are complex matrices so
by known result we know that both these matrices satisfy their
own characteristic equations.

So expansion of both sides of |'"A — al| = 0 gives

P(a) = a’ - 05(1511 + 1522) + 1511 1512 - 1‘”;12 1521 =0

and expansion of both sides of [°A — B1| = 0 gives

P@)= B — P&+ Ep)+ 76476, = 26,76, =0

and - these are complex polynomial which satisfies their

own characteristic equation so

P(*A) ="A*— 1A(1§11 + 1522) + (1511 1522 - l512 1521) =0
and

P(ZA) =N — 2A(zén + 2522) + (2511 2522 - 2512 2521)| =0
and - these are idempotent complex polynomial of

bicomplex polynomial P(A), where

P(A) = P(‘AJe; + P(A)e,
So P(A) = A® - A& +Ex) + (81 —&26,1)1 =0
.5)

Hence A also satisfies its own characteristics equation.
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IV. IMPORTANT RESULTS

Cayley Hamilton theorem can also be used to evaluate the
inverse of a non singular bicomplex mtarix and their inverse is
same as the inverse obtained by adjoint method.

From(5) we have

(63116822 - ‘512521) I = A(ézn + 522) - A

[A(G, + &) — AZ] (

Or I =

(511522 - 512521)

*.* A'is nonsingular matrix)

By pre-multiplying by A™, after simplifying we have

a 1 -
A (&280 — 11S0) [A= (G +E)1T )

Hence we get the inverse of A.

Now we proceed to show that this is same as inverse obtained
by adjoint method.

From(6) , we have

A'1: 1 Fﬂ 512]{511%22 0 ]
(§12§21—§11§22) 521 522 0 §11+§22

. 1 €2 &2
A=
(12801 — €11822) €1 €11
) el 1 €22 —&12
(E11820 — E12821) |-&y &y

-1

1 .
= m [adJA]

This result can also be obtained using the definition of
inverse of a matrix (cf. Anjali [1])
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